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1 Introduction

Procrustes problems ask for a transformation which matches a given matrix $A$ as close as possible to a target matrix $B$ subject to some constraints on the feasible transformations. The traditional example is the orthogonal Procrustes problem:

$$\begin{align*}
\text{minimize} & \quad \|AQ - B\|_F \\
\text{s.t.} & \quad Q^T Q = I,
\end{align*}$$

(1.1)

where $\| \cdot \|_F$ denotes the Frobenius norm of a matrix. This problem was solved by Schönemann in 1966 [40].

Several Procrustes problems differ in at least one of the following two items:

- Which constraints are imposed on the feasible transformations?
- How is the distance between the target matrix and the transformation of the matrix $A$ measured?

In the orthogonal Procrustes problem the feasible transformations are imposed to be rotations and/or reflections. Schönemann extended this problem by additionally admitting translations. A further extension is to allow to multiply the matrix $A$ by a scaling factor, too [41], [7].

Admitting scaling arbitrary but orthogonal axes by different nonnegative factors leads to the real semidefinite Procrustes problem which was considered by Allwright [2]. Kiskiras and Halikias considered the complex case in [27].

The distance between the target matrix and the transformation of the matrix $A$ is often measured by the Frobenius norm. However, other measures are possible. Watson considered the Procrustes problem for a family of orthogonally invariant norms which contains (1.1) as a special case [47].

Kintzel explored the Procrustes problem in indefinite inner product spaces [26]. The feasible transformations are imposed to be isometric with respect to an indefinite inner product. The distance between the target matrix and the transformation of the matrix $A$ is also measured by an indefinite inner product.

Procrustes problems have many applications in statistics, robotics and computer graphics. This paper is organized as follows: In chapter 2 we define the $(\ell_p, \ell_q)$ Procrustes problem and show a decomposition into smaller problems for $p \neq 2$. Furthermore, we display some numerical results for the real cases as well as the complex case with $q = 2$. In chapter 3 we discuss some optimization methods for the remaining cases with $p \neq 2$. Chapter 4 treats applications for these cases. The cases $p = 2$ and $q \neq 2$ remain open and are under current investigation. However, there is a paper from Trendafilov [43] which treats the real case for $p = 2$ and $q = 1$. The case $p = 2 = q$ is, of course, the well known orthogonal Procrustes problem (1.1).

We denote the $\ell_p$ norm of a row or column vector $v$ by $\|v\|_p$. $v^T$ or $v^*$ is the transposed or the conjugate transposed of the vector $v$. $\Re z$ or $\Im z$ means the real or the imaginary part of a complex number $z$, respectively. Let $A$ be a matrix. Then $a_{j\cdot}$, $a_{\cdot k}$ or $a_{j k}$ denotes the $j$-th row vector, the $k$-th column vector or the $(j, k)$-th entry of $A$, respectively. The symbol $i$ is the imaginary unit which is a square root of $-1$. 
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**Definition 2.1.** Let \(\mathbb{F} = \mathbb{R}\) be the field of the real numbers or \(\mathbb{F} = \mathbb{C}\) be the field of the complex numbers.

For a natural number \(n\) and a real number \(p \in [1, \infty]\), we define the set of isometries with respect to the \(\ell_p\) norm:

\[
\mathcal{U}_{n,p} = \left\{ U \in \mathbb{F}^{n \times n} \mid \|U^*v\|_p = \|v\|_p \quad \forall v \in \mathbb{F}^n \right\}.
\]

Furthermore we define for natural numbers \(n < N\), real numbers \(p \in [1, \infty]\), \(q \in [1, \infty)\) and an ordered pair \((A, B)\) with \(A, B \in \mathbb{F}_{N \times n}\) the \((\ell_p, \ell_q)\) Procrustes problem:

\[
\begin{align*}
    r_{p,q}(A, B) &= \sum_{j=1}^{N} \left\| (a_j U_{A,B}^{(p,q)} - b_j)^* \right\|_q^q \\
    &= \min_{U \in \mathcal{U}_{n,p}} \sum_{j=1}^{N} \left\| (a_j U - b_j)^* \right\|_q^q
\end{align*}
\]

as well as the \((\ell_p, \ell_\infty)\) Procrustes problem:

\[
\begin{align*}
    r_{p,\infty}(A, B) &= \max_{1 \leq j \leq N} \left\| (a_j U_{A,B}^{(p,\infty)} - b_j)^* \right\|_\infty \\
    &= \min_{U \in \mathcal{U}_{n,p}} \max_{1 \leq j \leq N} \left\| (a_j U - b_j)^* \right\|_\infty.
\end{align*}
\]

The matrix \(U_{A,B}^{(p,q)} \in \mathcal{U}_{n,p}\) is called a solution of the \((\ell_p, \ell_q)\) Procrustes problems \((q \in [1, \infty])\) with respect to the pair of matrices \((A, B)\).

If \(p = q = 2\), we get exactly the usual orthogonal Procrustes problem, which was investigated in [40] for example. According to [26] and [40] this problem can be solved by the positive semidefinite polar decomposition

\[
A^*B = U_{A,B}^{(2,2)} M,
\]

where \(U_{A,B}^{(2,2)}\) is a unitary matrix and \(M\) is a positive semidefinite matrix. The factor \(U_{A,B}^{(2,2)}\) of (2.3) is a solution of the minimization problem (2.1), if \(p = q = 2\).

Trendafilov explored the real \((\ell_2, \ell_1)\) Procrustes problem in [43] and together with Watson in [44].

**Proposition 2.2.**

(i) A matrix \(U \in \mathbb{F}^{n \times n}\) is an isometry with respect to the \(\ell_2\) norm, if and only if \(U\) is a unitary matrix.
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(ii) Let \( p \in [1, \infty] \setminus \{2\} \). A matrix \( U \in F^{n \times n} \) is an isometry with respect to the \( \ell_p \) norm, if and only if \( U = DP \), where \( P \) is a permutation matrix and \( D \) is a unitary diagonal matrix.

Item (i) is trivial, and item (ii) is proved in [4] and [31] for example.

**Remark 2.3.** In the cases (ii) of Proposition 2.2, it is true that \( U = DP = P \tilde{D} \), where \( \tilde{D} \) is a unitary diagonal matrix, too, and can be obtained by permutation of the entries of the matrix \( D \).

2.1 The cases with \( p \neq 2 \)

Proposition 2.2 (ii) gives a good reason to the following assumption:

**Conjecture 2.4.** Let \( p \in [1, \infty] \setminus \{2\} \), \( q \in [1, \infty] \) and \( F, n, N, A, B \) as in Definition 2.1. Then we can decompose the solution of the \((\ell_p, \ell_q)\) Procrustes problem into three steps. First we compute at most \( n^2 \) candidates for the entries of a unitary diagonal matrix \( D \). Then we search an optimal permutation matrix \( P \). Finally we construct \( D \) and compute \( U_{\ast AB}^{(q)} = DP \).

For each pair \((j, k) \in \{1, 2, \ldots, n\}^2\) there is a permutation matrix \( P \in \{0, 1\}^{n \times n} \) with \( p_{jk} = 1 \).

Because of this we could compute an optimal factor \( \mu_{jk}^{(q)} \in F \) for the \( j \)-th column of \( A \) with \( \left| \mu_{jk}^{(q)} \right| = 1 \). The actual affiliation of this factor to the diagonal matrix \( D \) depends apparently only on the \( j \)-th row of the optimal permutation matrix which is found in the second step. We can do so for all pairs \((j, k) \in \{1, 2, \ldots, n\}^2\). This gives rise to the following definitions of numbers \( c_{jk}^{(q)} \), \( \mu_{jk}^{(q)} \) and functions \( e_{jk}^{(q)} \):

\[
c_{jk}^{(q)} = \sum_{l=1}^{N} \left| \mu_{jk}^{(q)} \cdot a_{lj} - b_{lk} \right|^q
\]

\[
= \min_{|\mu|=1} \sum_{l=1}^{N} \left| \mu \cdot a_{lj} - b_{lk} \right|^q
\] for \( q \in [1, \infty) \)

Or \( c_{jk}^{(\infty)} = \max_{1 \leq l \leq N} \left| \mu_{jk}^{(\infty)} \cdot a_{lj} - b_{lk} \right| \)

\[
= \min_{|\mu|=1} \max_{1 \leq l \leq N} \left| \mu \cdot a_{lj} - b_{lk} \right|
\] for \( j, k = 1, 2, \ldots, n \),

respectively. The optimal numbers \( \mu_{jk}^{(q)} \) are candidates for the diagonal entries of the matrix \( D \) in the sense of Conjecture 2.4, and the nonnegative real numbers \( c_{jk}^{(q)} \) are the contributions of the \( k \)-th coordinate to the residual \( r_{p,q}(A, B) \) in (2.1). We want to clarify this issue exactly:

**Lemma 2.5.** Let \( p \in [1, \infty] \setminus \{2\} \), \( q \in [1, \infty] \) and \( F, n, N, A, B, r_{p,q}(A, B) \) as in Definition 2.1. Assume \( U_{\ast AB}^{(q)} = DP \) is a solution of the \((\ell_p, \ell_q)\) Procrustes problems with respect to the pair of matrices \((A, B)\), where \( P \) is a permutation matrix and \( D \) a unitary diagonal matrix. Furthermore, let \( \mu_{jk}^{(q)} \) and \( c_{jk}^{(q)} \) \((j, k = 1, 2, \ldots, n)\) be as in (2.4). Then the following two statements hold:

(i) \( p_{jk} = 1 \Rightarrow d_{jj} = \mu_{jk}^{(q)}. \) \( (2.5) \)

\(^1\)Indeed there are \((n-1)!\) permutation matrices with \( p_{jk} = 1.\)
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\[(ii)\]

\[
r_{p,q}(A, B) = \begin{cases} 
\sum_{j=1}^{n} \sum_{k=1}^{n} c_{jk}^{(q)} \cdot p_{jk}, & q < \infty \\
\max_{1 \leq j \leq n} \max_{1 \leq k \leq n} c_{jk}^{(q)} \cdot p_{jk}, & q = \infty.
\end{cases}
\]

**Proof.** Any solution of the \((\ell_p, \ell_q)\) Procrustes problems has the form \(U_{A,B}^{(p,q)} = DP\) according to Proposition 2.2 (ii), because \(p \neq 2\).

(i): The permutation matrix \(P\) represents a bijection function

\[
\pi : \{1, 2, \ldots, n\} \rightarrow \{1, 2, \ldots, n\}
\]

with

\[
\pi(k) = j \iff p_{jk} = 1.
\]

So we obtain for \(q < \infty\) from (2.1):

\[
r_{p,q}(A, B) = \min_{U \in U_{n,\ell_p}} \sum_{l=1}^{N} \left\| (a_l U - b_l) \right\|_q^q \\
= \sum_{l=1}^{N} \left\| (a_l U_{A,B}^{(p,q)} - b_l) \right\|_q^q \\
= \sum_{l=1}^{N} \left\| (a_l DP - b_l) \right\|_q^q \\
= \sum_{l=1}^{N} \sum_{k=1}^{n} [a_{l,\pi(k)}d_{\pi(k),\pi(k)} - b_{l,k}]^q \\
= \sum_{k=1}^{n} \sum_{l=1}^{N} [a_{l,\pi(\pi(k))}d_{\pi(k),\pi(k)} - b_{l,k}]^q
\]

\[\implies d_{\pi(k),\pi(k)} = \mu_{\pi(k),k}^{(q)}\]

For \(q = \infty\) we obtain from (2.2):

\[
r_{p,q}(A, B) = \min_{U \in U_{n,\ell_p}} \max_{l \in \{1, \ldots, N\}} \left\| (a_l U - b_l) \right\|_\infty \\
= \max_{1 \leq l \leq N} \left\| (a_l U_{A,B}^{(p,q)} - b_l) \right\|_\infty \\
= \max_{1 \leq N} \left\| (a_l DP - b_l) \right\|_\infty \\
= \max_{1 \leq l \leq N} \max_{1 \leq k \leq n} [a_{l,\pi(k)}d_{\pi(k),\pi(k)} - b_{l,k}] \\
= \max_{1 \leq k \leq n} \max_{1 \leq l \leq N} [a_{l,\pi(k)}d_{\pi(k),\pi(k)} - b_{l,k}] \\
\]

\[\implies d_{\pi(k),\pi(k)} = \mu_{\pi(k),k}^{(\infty)}\]

(ii) follows for \(q < \infty\) from (2.4) and (2.6) by summation over the coordinates, for \(q = \infty\) from (2.4) and (2.7) by taking the maximum over the coordinates.

\(\square\)
Now we look for a permutation matrix $P$ in the sense of Conjecture 2.4. Hereby we can hardly use the standard methods of analysis, because the set of the permutation matrices is discrete. Therefore it makes sense to use appropriate models of Discrete Mathematics.

**Lemma 2.6.** Let $q \in [1, \infty]$ and $V, n, N, E, A, B, r_{p,q}(A, B)$ as well as $U_{A,B}^{(p,q)} = DP$ as in Lemma 2.5. Assume, the $n^2$ one-dimensional minimization problems (2.4) are already solved. Then the complexity of the computation of the permutation matrix $P$ is in $O(n^3)$. In the case $q = \infty$ the complexity of the computation of the permutation matrix $P$ is even in $O(n^{2.5})$.

**Proof.** We construct a bipartite graph $G = (V, E)$ of the set of vertices $V = \{v_1, v_2, \ldots, v_n, w_1, w_2, \ldots, w_n\}$ and the set of edges $E = \{(v_j, w_k) \mid j, k \in \{1, 2, \ldots, n\}\}$. The vertex $v_j$ represents the $j$-th row and the vertex $w_k$ the $k$-th column of a matrix $K = K_G \in \{0,1\}^{n \times n}$, which represents a subgraph $\tilde{G} = (V, \tilde{E})$ with $\tilde{E} \subseteq E$. The entry $(j, k)$ of the matrix $K_G$ is one if and only if the edge $(v_j, w_k)$ belongs to the set $\tilde{E}$. Furthermore we let the edge $(v_j, w_k) \in E$ possess the weight $c_{jk}^{(q)}$ from (2.4) for $j, k = 1, 2, \ldots, n$.

Then $K_G$ is a permutation matrix if and only if $\tilde{G}$ is a perfect matching within the bipartite graph $G$. $U_{A,B}^{(p,q)} = DP$ minimizes the residual $r_{p,q}(A, B)$ in (2.1), so it follows from Lemma 2.5 for $q < \infty$, that the permutation matrix $P$ represents a perfect matching of minimal weight. According to [29, chapter 11] this problem can be solved by the Successive Shortest Path Algorithm. This algorithm can according to [29, chapter 9] be implemented in such a way that its runtime is in $\tilde{O}(|V| \cdot |E| + |V|^2 \cdot \log |V|)$. In our case we have $|V| = 2n$, $|E| = n^2$, and so the runtime of the algorithm is in $O(n^3)$.

According to Lemma 2.5 for $q = \infty$, the permutation matrix $P$ represents a perfect matching for which the largest edge weight is minimal. In other words: $P$ is a solution of the bottleneck assignment problem or the bottleneck bipartite matching problem, respectively. In [38], Punnen and Nair suggest for this problem an algorithm of runtime in $O\left(|V| \cdot \sqrt{|V|-|E|}\right)$. In our case this yields a runtime in $O\left(n^{2.5}\right)$.

The algorithm of Punnen and Nair consists of two phases:

- First it calls $O(\log n)$ times an algorithm of Alt, Blum, Mehlhorn and Paul [3]. The algorithm of Alt et al. has a runtime in $O\left(n^{2.5}/\log n\right)$ and applies methods from [1], [15] and [22]. The first phase of the algorithm of Punnen and Nair yields a matching of cardinality $n - \lceil \sqrt{n} \rceil$.
- The remaining $\lceil \sqrt{n} \rceil$ augmentations of the matching are computed by the Successive Shortest Path Algorithm with a modified cost function and a heuristic from [16].

This combined algorithm speeds up the runtime relatively to the exclusive application of the Successive Shortest Path Algorithm.

If we know the numbers $c_{jk}^{(q)}$ and $\mu_{jk}^{(q)}$ ($j, k = 1, 2, \ldots, n$) as in (2.4), then we can find a permutation matrix $P$. Moreover, the implication (2.5) yields the construction of the unitary diagonal matrix $D$ as in Conjecture 2.4. This shows that Conjecture 2.4 is true, if the one-dimensional minimization problems (2.4) are computable in finite time.

### 2.1.1 The solution of the one-dimensional minimization problems in the cases $F = \mathbb{R}$ as well as $F = \mathbb{C}$ and $q = 2$

Now we want to investigate how to solve the $n^2$ one-dimensional minimization problems (2.4). We look for the optimal solutions $\mu_{jk}^{(q)}$, for $j, k = 1, 2, \ldots, n$. This is easy for $F = \mathbb{R}$, because $\mu_{jk}^{(q)} \in \{-1, 1\}$ $\forall j, k \in \{1, 2, \ldots, n\}$. Therefore we must only calculate
the sum for both values and compare these two sums. The complexity of this computation is thus in $O(Nn^2)$.

In the case $F = \mathbb{C}$ and $q = 2$, $(2.4)$ is a usual orthogonal Procrustes Problem which can be solved by a positive semidefinite polar decomposition $(2.3)$ (for all $j,k \in \{1,2,\ldots,n\}$). This is particularly easy in the one-dimensional case. We compute

$$z_{jk} = a_j^* b_k.$$ 

The complex number $z_{jk}$ possesses the representation

$$z_{jk} = \exp \left( i \xi_{jk}^{(2)} \right) \cdot |z_{jk}|; \quad \xi_{jk}^{(2)} \in \mathbb{R};$$

and this is a positive semidefinite polar decomposition, because $\exp \left( i \xi_{jk}^{(2)} \right) = 1$ and $|z_{jk}| \geq 0$. We can set

$$\mu_{jk}^{(2)} = \exp \left( i \xi_{jk}^{(2)} \right).$$

If $z_{jk} \neq 0$, then the factor $\exp \left( i \xi_{jk}^{(2)} \right)$ in $(2.8)$ is unique. Otherwise, every unitary factor yields a positive semidefinite polar decomposition of the form $(2.8)$. In that special case every complex number of modulus 1 is an optimal solution $\mu_{jk}^{(2)}$ for $(2.4)$.

### 2.2 Numerical results

We programmed the algorithms as m-files in MATLAB\(^2\) for the cases of subsection 2.1.1 and tested them. We always let $N = 2 \cdot n$ and drew pseudo-random numbers for all entries of $A$ and $B$.

#### 2.2.1 The case $F = \mathbb{R}$ and $q \in [1, \infty) \setminus \{2\}$

We tested 50 examples for each entry of the Table 2.1 and Table 2.2.

We compare these results graphically to the graph of a function $\text{time} = c \cdot n^3$, because the complexity of the computation is in $O(n^3)$. We determine the unknown factor $c$ so that its cube root is the arithmetic mean of the cube roots of the factors $c_{kj}$ which would stand in this equation for the tested examples. The index $j$ runs over the $q$’s, the index $k$ over the $n$’s and the index $l$ runs over the number of the examples.

$$\text{time}_{kj} = c_{kj} \cdot n_{kj}^3, \quad k = 1,2,\ldots,m_1, \quad j = 1,2,\ldots,m_2, \quad l = 1,2,\ldots,m_3$$

and

$$3\sqrt[3]{c} = \frac{1}{m_1 m_2 m_3} \cdot \sum_{k=1}^{m_1} \sum_{j=1}^{m_2} \sum_{l=1}^{m_3} \sqrt[3]{\text{time}_{kj}}.$$  

Here, we have $m_1 = 10, m_2 = 3$ and $m_3 = 50$. Figure 2.1 and 2.2 display the measured runtimes together with the graph of the function $c \cdot n^3$.

\(^{2}\)MATLAB is a registered trademark of The MathWorks Inc.; see www.mathworks.com
2.2.2 The case $F = \mathbb{C}$ and $q = 2$

We tested 50 examples for each problem size of Table 2.3 and drew pseudo-random numbers for the real and imaginary parts of all entries of $A$ and $B$. In order to compare these results to the graph of a function $t = c \cdot n^3$, we compute a factor $c$ as in (2.9) with $m_1 = 10$, $m_2 = 1$ and $m_3 = 50$. The measured runtimes are displayed in Table 2.3 and together with the graph of the function $c \cdot n^3$ in Figure 2.3.

2.2.3 The case $F = \mathbb{R}$ and $q = \infty$

We tested 50 examples for each problem size of Table 2.4. The algorithm from Punnen and Nair promises a better runtime for the computation of the optimal permutation (see Lemma 2.6). However, the computation of the numbers $\mu_{jk}$ as in (2.4) requires cubic runtime. Therefore we use a function time $= c \cdot n^3$ with $c$ as in as in (2.9) with $m_1 = 10$, $m_2 = 1$ and $m_3 = 50$. for the comparison to the expected runtime. The measured runtimes are displayed in Table 2.4 and together with the graph of the function $c \cdot n^3$ in Figure 2.4.

The runtimes are actually better than those in the previous tests. This is because of the fast algorithm from Punnen and Nair. Nevertheless we cannot give a better upper bound than $O(n^3)$.

2.2.4 Conclusions of the numerical tests

The results confirm the stated complexity bounds. But the runtime of real examples can be better than the upper bound.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$q = 1.0$</th>
<th>$q = 1.2$</th>
<th>$q = 1.5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.014748</td>
<td>0.015023</td>
<td>0.015990</td>
</tr>
<tr>
<td>20</td>
<td>0.078757</td>
<td>0.084309</td>
<td>0.084140</td>
</tr>
<tr>
<td>30</td>
<td>0.234773</td>
<td>0.252455</td>
<td>0.252869</td>
</tr>
<tr>
<td>40</td>
<td>0.524623</td>
<td>0.564437</td>
<td>0.566878</td>
</tr>
<tr>
<td>50</td>
<td>0.901554</td>
<td>1.071351</td>
<td>1.073917</td>
</tr>
<tr>
<td>60</td>
<td>1.669336</td>
<td>1.801428</td>
<td>1.805245</td>
</tr>
<tr>
<td>70</td>
<td>2.611202</td>
<td>2.823891</td>
<td>2.826408</td>
</tr>
<tr>
<td>80</td>
<td>3.831442</td>
<td>4.124252</td>
<td>4.126859</td>
</tr>
<tr>
<td>90</td>
<td>5.367909</td>
<td>5.825000</td>
<td>5.831750</td>
</tr>
<tr>
<td>100</td>
<td>7.479148</td>
<td>8.101754</td>
<td>8.106456</td>
</tr>
</tbody>
</table>

Table 2.1: The measured runtimes for $F = \mathbb{R}$ and $q \in [1, 2]$.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$q = 3$</th>
<th>$q = 5$</th>
<th>$q = 10$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.015959</td>
<td>0.015149</td>
<td>0.015800</td>
</tr>
<tr>
<td>20</td>
<td>0.084742</td>
<td>0.085035</td>
<td>0.085819</td>
</tr>
<tr>
<td>30</td>
<td>0.255369</td>
<td>0.254879</td>
<td>0.256215</td>
</tr>
<tr>
<td>40</td>
<td>0.573667</td>
<td>0.573160</td>
<td>0.575470</td>
</tr>
<tr>
<td>50</td>
<td>1.087895</td>
<td>1.086908</td>
<td>1.088257</td>
</tr>
<tr>
<td>60</td>
<td>1.836464</td>
<td>1.838448</td>
<td>1.842627</td>
</tr>
<tr>
<td>70</td>
<td>2.883685</td>
<td>2.888313</td>
<td>2.889032</td>
</tr>
<tr>
<td>80</td>
<td>4.206644</td>
<td>4.249226</td>
<td>4.250936</td>
</tr>
<tr>
<td>90</td>
<td>6.022608</td>
<td>6.017283</td>
<td>6.028104</td>
</tr>
<tr>
<td>100</td>
<td>8.140372</td>
<td>8.135836</td>
<td>8.136754</td>
</tr>
</tbody>
</table>
Table 2.2: The measured runtimes for $F = \mathbb{R}$ and $q \in (2, \infty)$.

<table>
<thead>
<tr>
<th>n</th>
<th>minimum</th>
<th>average</th>
<th>maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.016921</td>
<td>0.017806</td>
<td>0.026170</td>
</tr>
<tr>
<td>20</td>
<td>0.086813</td>
<td>0.088923</td>
<td>0.099390</td>
</tr>
<tr>
<td>30</td>
<td>0.253735</td>
<td>0.257121</td>
<td>0.264710</td>
</tr>
<tr>
<td>40</td>
<td>0.558403</td>
<td>0.565227</td>
<td>0.576827</td>
</tr>
<tr>
<td>50</td>
<td>1.038469</td>
<td>1.053656</td>
<td>1.067858</td>
</tr>
<tr>
<td>60</td>
<td>1.750335</td>
<td>1.771959</td>
<td>1.788947</td>
</tr>
<tr>
<td>70</td>
<td>2.722435</td>
<td>2.761703</td>
<td>2.783121</td>
</tr>
<tr>
<td>80</td>
<td>4.024518</td>
<td>4.053560</td>
<td>4.100038</td>
</tr>
<tr>
<td>90</td>
<td>5.700010</td>
<td>5.719499</td>
<td>5.776263</td>
</tr>
<tr>
<td>100</td>
<td>7.677121</td>
<td>7.751119</td>
<td>7.804609</td>
</tr>
</tbody>
</table>

Table 2.3: The measured runtimes for $F = \mathbb{C}$ and $q = 2$.

<table>
<thead>
<tr>
<th>n</th>
<th>minimum</th>
<th>average</th>
<th>maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.008056</td>
<td>0.009847</td>
<td>0.020849</td>
</tr>
<tr>
<td>20</td>
<td>0.026735</td>
<td>0.030201</td>
<td>0.034344</td>
</tr>
<tr>
<td>30</td>
<td>0.058850</td>
<td>0.066005</td>
<td>0.076477</td>
</tr>
<tr>
<td>40</td>
<td>0.113653</td>
<td>0.126223</td>
<td>0.142218</td>
</tr>
<tr>
<td>50</td>
<td>0.191917</td>
<td>0.208091</td>
<td>0.232473</td>
</tr>
<tr>
<td>60</td>
<td>0.268390</td>
<td>0.292564</td>
<td>0.324753</td>
</tr>
<tr>
<td>70</td>
<td>0.401007</td>
<td>0.436926</td>
<td>0.464889</td>
</tr>
<tr>
<td>80</td>
<td>0.522879</td>
<td>0.564658</td>
<td>0.599515</td>
</tr>
<tr>
<td>90</td>
<td>0.709464</td>
<td>0.754060</td>
<td>0.807523</td>
</tr>
<tr>
<td>100</td>
<td>0.869627</td>
<td>0.932012</td>
<td>0.985356</td>
</tr>
</tbody>
</table>

Table 2.4: The measured runtimes for $F = \mathbb{R}$ and $q = \infty$.

Figure 2.1: The black curve represents the graph of the function \( \text{time} = c \cdot n^3 \) with \( c \) as in (2.9). The stars correspond to the measured runtimes for $F = \mathbb{R}$.
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Figure 2.2: The black curve represents the graph of the function \(\text{time} = c \cdot n^3\) with \(c\) as in (2.9). The stars correspond to the measured runtimes for \(F = \mathbb{R}\).

Figure 2.3: The black curve represents the graph of the function \(\text{time} = c \cdot n^3\) with \(c\) as in (2.9). The stars correspond to the measured runtimes for \(F = \mathbb{C}\) and \(q = 2\).

Figure 2.4: The black curve represents the graph of the function \(\text{time} = c \cdot n^3\) with \(c\) as in (2.9). The stars correspond to the measured runtimes for \(F = \mathbb{R}\) and \(q = \infty\).
3 Optimization methods for the remaining cases with \( p \neq 2 \)

In the following chapter we will investigate the solution of the one-dimensional minimization problems (2.4) for \( F = C \) and \( q \in [1, \infty) \setminus \{2\} \). The different cases can be treated with various optimization algorithms which we will briefly review here.

3.1 Standard iteration methods for convex optimization

For convex minimization, interior-point methods and active-set methods are usually applied. There exist already several optimization solvers in which such methods are implemented. The optimization solver KNITRO consists of three algorithms in one: a direct interior-point algorithm, an interior-point-CG-algorithm and an active-set-algorithm. The objective function as well as the constraints should be smooth. But convexity is not required. KNITRO is even globally convergent, but only to a local minimum. The solver KNITRO is available on the NEOS\(^1\) server. It accepts tasks in the modelling languages AMPL\(^2\) and GAMS\(^3\). We used AMPL and sent several examples to the solver KNITRO on the NEOS solver.

3.2 Some statements about concave minimization and the SLA

If we transform our one-dimensional complex problem (2.4) into a two-dimensional real problem, then our feasible set is the unit circle. We can relax this problem to the closed unit disk in order to make our feasible set convex. If our objective function is also convex, then each local minimum is a global minimum, too. But this minimum does not necessarily lie on the unit circle.

Minimizing a concave function over a convex set has other advantages and disadvantages. It is well known that a continuous and concave function over a convex set has always a global minimum at an extreme point \([5],[32]\). This is quite a desired property for our problems. On the other hand, concave minimization is NP-hard in general \([5],[34],[37]\). The paper \([5]\) provides also a survey about algorithms which yield always the exact solution. But such algorithms are inefficient, of course. It is often necessary to strike a good balance between speed and correctness.

Mangasarian developed the Successive Linearization Algorithm (SLA) for the minimization of a concave function over a polytope \([17],[32]\). The SLA finds always a stationary point, which is often also a global minimum. The SLA computes in each iteration

\[
x^{(k+1)} \in \arg \min_{x \in E(P)} \nabla f(x^{(k)}) \cdot (x - x^{(k)}),
\]

where \( \nabla f(\cdot) \) is the gradient of the objective function, and \( E(P) \) is the set of extremepoints of the feasible polytope \( P \), which are the vertices of \( P \). The algorithm stops if \( \nabla f(x^{(k)}) \cdot (x^{(k+1)} - x^{(k)}) = 0 \).

\(^1\)http://www.neos-server.org/neos/solvers/index.html
\(^2\)http://www.ampl.com
\(^3\)http://www.gams.com
3.3 A Branch-and-Bound-Method for concave minimization

Branch-and-Bound is one of the proposed methods for concave minimization in [5]. A Branch-and-Bound-Method decomposes the feasible set into finitely many pieces and computes a lower bound of the values of the objective function for each piece. In each step the algorithm considers a piece of the minimal lower bound and decomposes it into smaller pieces. Then the lower bounds for the new pieces are computed.

Schöning gives a detailed description of the Branch-and-Bound-principle in [42]. He suggests using a heap in order to find a search node of the minimal lower bound efficiently in each step. Nevertheless, the number of steps of a Branch-and-Bound-Method can grow exponentially with regard to the size of the problem. It is only appropriate for small instances of a problem.

3.4 An approach from Location Theory

This approach is concerned with the special case \( q = 1 \). Let \( p_1, p_2, ..., p_N \in \mathbb{R}^2 \) be given points in the Euclidean plane, called facilities, and \( w_1, w_2, ..., w_N \in \mathbb{R}_+ \) nonnegative weights. According to [39], the Euclidean single facility location problem (ESFL) asks for the minimum of the following function

\[
\varphi(x) = \sum_{l=1}^{N} w_l \cdot \|x - p_l\|_2, \quad x \in \mathbb{R}^2. \tag{3.2}
\]

In the ESFL we search a new facility \( x \) in the plane such that the sum of its Euclidean distances to the existing facilities is minimized. The ESFL is also called the general Fermat problem. Obviously, the ESFL is convex. Thus every local minimum is also a global minimum. Weiszfeld gave a simple iteration algorithm solving this problem [48]. Kuhn proved the global convergence of this algorithm [30].

**Lemma 3.1.** The one-dimensional minimization problem (2.4) for \( q = 1 \) without the constraint \(|\mu| = 1\) is equivalent to some Euclidean single facility location problem.

**Proof.** For a pair of indices \((j, k)\) it suffices to minimize

\[
\tilde{\psi}^{(1)}_{jk}(\mu) = \sum_{l \in I_{(j,k)}} |\mu \cdot a_{lj} - b_{lk}|.
\]

We can consider the positive numbers \(|a_{lj}|\) as weights, the complex numbers \(b_{lk}/a_{lj}\) as facilities in the real plane and the complex number \(\mu\) as a new facility in the real plane.

\[\square\]
3 Optimization methods for the remaining cases with \( p \neq 2 \)

It is also recommendable to apply a hyperbolic approximation of the function \( \varphi \) in (3.2) in order to avoid non-differentiability in any points [39]:

\[
\tilde{\varphi}(x) = \sum_{i \in I_s} w_i \cdot \sqrt{(x - p_i)^T (x - p_i)} + \epsilon.
\]  

(3.3)

3.5 Addition of a paraboloid

We will transform our one-dimensional complex problem (2.4) into a two-dimensional real problem. Then our feasible set is the unit circle. We can exploit the special structure of our feasible set by adding a paraboloid

\[
\lambda \cdot (1 - x^T x) \quad \text{with some } \lambda \in \mathbb{R}
\]  

(3.4)

to our objective function. This modification has obviously no effect to the set of the feasible solutions because the paraboloid (3.4) vanishes on the unit circle for all \( \lambda \in \mathbb{R} \).
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For simplification we set:

\[
\begin{align*}
\alpha^{(jk)}_l &:= 2 \cdot (\Re(a_{lj}) \cdot \Re(b_{lk}) + \Im(a_{lj}) \cdot \Im(b_{lk})); \\
\beta^{(jk)}_l &:= 2 \cdot (\Re(a_{lj}) \cdot \Im(b_{lk}) - \Im(a_{lj}) \cdot \Re(b_{lk})); \\
\gamma^{(jk)}_l &:= |a_{lj}|^2 + |b_{lk}|^2 \quad \forall j, k \in \{1, 2, \ldots, n\}, \quad l \in \{1, 2, \ldots, N\}.
\end{align*}
\]

We consider the functions $g^{(q)}_{jk}(\xi) := \psi^{(q)}_{jk}(\exp(i \cdot \xi))$ over an angle with $\mu = \exp(i \cdot \xi)$ with $\psi^{(q)}_{jk}$ as in (2.4). Together with the replacements (4.1) we can write these functions as follows:

\[
g^{(q)}_{jk}(\xi) = \begin{cases} 
\sum_{l=1}^{N} \left( \gamma^{(jk)}_l - \alpha^{(jk)}_l \cdot \cos \xi - \beta^{(jk)}_l \cdot \sin \xi \right)^{q/2}, & q < \infty \\
\max_{1 \leq l \leq N} \left( \gamma^{(jk)}_l - \alpha^{(jk)}_l \cdot \cos \xi - \beta^{(jk)}_l \cdot \sin \xi \right)^{1/2}, & \text{otherwise}
\end{cases}
\]

with $\mu = \cos \xi + i \cdot \sin \xi$ and in the second derivative, if $q < 2$, and in the second derivative, if $q \in [1, 4) \setminus [2]$. Therefore we define two index sets and slightly modified functions $\tilde{g}^{(q)}_{jk}(\xi)$ and $\check{g}^{(q)}_{jk}(\xi)$ for $q < \infty$:

\[
I_1(j, k) := \{l \in \{1, 2, \ldots, N\} \mid \alpha^{(jk)}_l \neq 0 \land \beta^{(jk)}_l \neq 0\},
\]

\[
\tilde{g}^{(q)}_{jk}(\xi) := \sum_{l \in I_1(j, k)} \left( \gamma^{(jk)}_l - \alpha^{(jk)}_l \cdot \cos \xi - \beta^{(jk)}_l \cdot \sin \xi \right)^{q/2},
\]

and $I_2(j, k) := \{l \in \{1, 2, \ldots, N\} \mid \alpha^{(jk)}_l \neq 0 \lor \beta^{(jk)}_l \neq 0\}$,

\[
\check{g}^{(q)}_{jk}(\xi) := \sum_{l \in I_2(j, k)} \left( \gamma^{(jk)}_l - \alpha^{(jk)}_l \cdot \cos \xi - \beta^{(jk)}_l \cdot \sin \xi \right)^{q/2}.
\]

Obviously the differences $\tilde{g}^{(q)}_{jk}(\xi) - \check{g}^{(q)}_{jk}(\xi)$ and $\tilde{g}^{(q)}_{jk}(\xi) - \check{g}^{(q)}_{jk}(\xi)$ are independent of $\xi$. Thus the derivative of $\tilde{g}^{(q)}_{jk}(\xi)$ or $\check{g}^{(q)}_{jk}(\xi)$, respectively, has exactly the same value as the derivative of $g^{(q)}_{jk}(\xi)$ for all $\xi \in \mathbb{R}$. In particular, $\xi \in \mathbb{R}$ minimizes $g^{(q)}_{jk}(\xi)$ if and only if it minimizes $\tilde{g}^{(q)}_{jk}(\xi)$ or $\check{g}^{(q)}_{jk}(\xi)$, respectively.
4.1 Transformation into two-dimensional real minimization problems

We transform the one-dimensional complex minimization problems (4.2) into two-dimensional real minimization problems. Hereby we replace the functions $g_{jk}(q) = \psi_{jk}^q(\exp(i\cdot \xi)) = \psi(\mu)\cdot \overline{\mu}$ by functions $f_{jk}(q)(x) = g_{jk}(q)\cdot \cos \sin x$. In the cases $q < \infty$ we can write the problem to minimize (4.2) as follows:

$$\min f_{jk}^{(q)}(x) = \sum_{t \in \mathcal{E}(j,k)} \left( \gamma_{jk} - \left[ \alpha_{k}^{(j,k)} \right] \cdot x \right)^{q/2}$$

subject to $x^T x = 1, x \in \mathbb{R}^2$.

with $\alpha_{k}^{(j,k)}$, $\beta_{k}^{(j,k)}$ and $\gamma_{jk}$, $l \in \{1, 2, \ldots, N\}$ as in (4.1). In the case $q = \infty$ we can write it as follows:

$$\min f_{jk}^{(\infty)}$$

subject to $f_{jk}^{(\infty)}(x) \geq \sqrt{\gamma_{jk} - \left[ \alpha_{k}^{(j,k)} \right] \cdot x}$, $l \in \{1, 2, \ldots, N\}$.

$$x^T x = 1, x \in \mathbb{R}^2$.

Obviously, $g_{jk}^{(q)}(\xi) = f_{jk}^{(q)} \left( \left[ \cos \xi \sin \xi \right] \right)$ for $q < \infty$ and $g_{jk}^{(\infty)}(\xi)$ is equal to the minimal possible value of $f_{jk}^{(\infty)} \left( \left[ \cos \xi \sin \xi \right] \right)$ for all $\xi \in \mathbb{R}$.

It is well known, that a local minimum of a convex program is always a global minimum, too. But the circle in the constraint of (4.4) and the $(N+1)$-th constraint of (4.5) is not a convex set. Therefore let us consider the following relaxed program for $q < \infty$:

$$\min f_{jk}^{(q)}(x) = \sum_{t \in \mathcal{E}(j,k)} \left( \gamma_{jk} - \left[ \alpha_{k}^{(j,k)} \right] \cdot x \right)^{q/2}$$

subject to $x^T x \leq 1, x \in \mathbb{R}^2$.

with $\alpha_{k}^{(j,k)}$, $\beta_{k}^{(j,k)}$ and $\gamma_{jk}$, $l \in \{1, 2, \ldots, N\}$ as in (4.1).

Lemma 4.1. If $q \in [2, \infty)$, then the program (4.6) is convex in the closed unit disk.

Proof. Obviously, the Hessian matrix of the objective function is zero for $q = 2$. For $q \in (2, \infty)$ we consider the $l$-th summand of the objective function:

$$f_{jk}^{(q)}(x) := \left( \gamma_{jk} - \left[ \alpha_{k}^{(j,k)} \right] \cdot x \right)^{q/2}$$

When this summand is nonzero, then we can calculate the Hessian matrix:
The one-dimensional minimization problems in the cases $F = \mathbb{C}, p \neq 2$ and $q \in [1, \infty] \backslash \{2\}$

\[
\frac{d^2 f_{jkl}^{(q)}(x)}{dx^2} = \frac{q}{2} \left[ \left( \frac{q}{2} - 1 \right) \left( \gamma^{(jk)} - \alpha_l^{(jk)} \beta_l^{(jk)} \right) \right] x^{q/2-2} + \left[ \left( \frac{q}{2} - 1 \right) \left( \gamma^{(jk)} - \alpha_l^{(jk)} \beta_l^{(jk)} \right) \right] x^{q/2-2}
\]

So the $l$-th summand is convex, because its Hessian matrix is positive semidefinite. The $l$-th summand of the objective function can become zero only on the unit circle. When $f_{jkl}^{(q)}(x) = 0$, then we choose a neighborhood $U_r(x) := \{ x \in \mathbb{R}^2 \mid \|x - \bar{x}\|_2 < \varepsilon \}$ for an arbitrary small $\varepsilon > 0$. Additionally we draw the tangent $L(x)$ on the unit circle through $\bar{x}$. $L(x)$ borders an open half plane $P_1^q \subset \mathbb{R}^2$ where $f_{jkl}(\bar{x}) > 0$. Now the Hessian matrix of the $l$-th summand is positive semidefinite at all $\tilde{x} \in U_r(x) \cap P_1^q$. Since the $l$-th summand is continuous in the closed unit disk, it is also convex there. The objective function is convex, because it is a sum of convex functions.

**Corollary 4.2.** If $q \in [2, \infty)$, then each local minimum of (4.6) is also a global minimum.

**Lemma 4.3.** If $q = 2$, then a global minimum of (4.6) lies on the unit circle, and with probability one no minimum lies in the interior of the disk.

**Proof.** Let $A$ and $B$ be random matrices as in Definition 2.1 with any continuous distribution. The gradient of the objective function is

\[
\frac{df_{jkl}^{(q)}(x)}{dx} = -\left[ \sum_{l=1}^{N} \frac{\alpha_l^{(jk)}}{\sum_{l=1}^{N} \beta_l^{(jk)}} \right]
\]

If a minimum of (4.6) lies in the interior of the unit disk, then this gradient must be zero. It is obvious, that this special case occurs only with probability zero. In such a case the objective function is independent of $x$, and we can choose an arbitrary point of the unit circle as a global minimum.

**4.2 The case $q \in [1, 2)$**

The objective function of (4.6) is concave, if $q < 2$. Since concave minimization is NP-hard in general, we cannot expect an efficient algorithm which yields the exact solution in this case.

First we want to apply the Branch-and-Bound-principle for our problem. A Branch-and-Bound method finds either a global minimum or fails by exceeding the assigned space. It can require an exponential runtime with respect to the length of the input. Our Branch-and-Bound algorithm should decompose our feasible set into pieces and compute a lower bound of the values of the objective function for each piece. However, it is (in general) difficult to determine a lower bound for a piece of the feasible region which has a curved border. Therefore we extend the considered region not only to the unit disk, but also beyond. Hereby we must be cautious, because a term in parentheses in (4.6) could become negative outside the unit disk.\(^1\)

---

\(^1\)These terms are exponentiated by $\frac{q}{2}$. 
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**Definition 4.4.** Given the program (4.6) with $q \in [1, 2]$. Let $I_2(j, k)$ be as in (4.3). The low points of the program are

$$y_{mn}^{(jk)} := \frac{1}{\sqrt{(\alpha_m^{(jk)})^2 + (\beta_m^{(jk)})^2}} \begin{bmatrix} \alpha_m^{(jk)} \\ \beta_m^{(jk)} \end{bmatrix}$$

for all $m \in I_2(j, k)$.

We compute the set of low points as in Definition 4.4. If this set is empty, then the problem is trivial. Therefore let us assume that the set of low points is not empty. The tangent to the unit circle at the point $y_{mn}^{(jk)}$ borders a half plane in which the term in parentheses of the $m$-th summand of $f^{(q)}_{jk}$ in (4.6) cannot become negative.

We can assume that we have at least two different low points. Then the tangents to the unit circle at the low points form a (possibly unbounded) polygon in which no term in parentheses in $f^{(q)}_{jk}$ can become negative.

If the polygon which is formed by the tangents at the low points is not bounded, then we can insert an artificial low point and draw the tangent to the unit circle at this point such that we get a bounded polygon. Then we draw all the rays from the origin to all vertices of the polygon as well as the rays from the origin to all the low points (including the possibly inserted artificial low point). The polygon together with the rays yields our initial search nodes for the Branch-and-Bound-Method (see Figure 4.1). Note that each search node represents a triangle which has exactly one vertex on the unit circle.

We compute the value of the objective function on each vertex of such a triangle. The minimum of these three values is obviously a lower bound for the values of the objective function over the whole triangle, because the objective function is concave. We do so for all the search nodes. Now we insert the initial search nodes into a heap. The heap condition guarantees that a search node of the minimal lower bound is stored in the root of the heap. In each step the algorithm treats such a node and decomposes it into two child nodes by a straight line through the origin. Another area is cut off from exactly one of the two child triangles in order to the recovery of the status that each triangle has one vertex on the unit circle (see Figure 4.2). Then the father node is deleted, lower bounds of the child node are computed, and the heap is updated. The algorithm stops in three cases:

(i) The lower bound of the considered triangle is achieved on its vertex which lies on the unit circle.

(ii) The angle of the considered triangle on the origin is smaller than a predetermined tolerance parameter.

(iii) The number of the search nodes exceeds a predetermined amount.

<table>
<thead>
<tr>
<th>Table 4.1: The cases for the termination of the Branch-and-Bound algorithm.</th>
</tr>
</thead>
</table>

The perfect case is (i), because the algorithm gives an exact solution. Stopping in case (ii) yields obviously an approximative solution. Case (iii) should be avoided if possible.

**Algorithm 4.5.**

**Input:**

$N$, $q \in [1, 2]$, $\alpha_l, \beta_l, \gamma_l$ ($l = 1, 2, ..., N$) as in (4.1), a positive integer $m$ giving the maximal size of the heap, a tolerance parameter $\varepsilon > 0$.

**Output:**

An error message or a point $x$ as in (4.6) which is globally optimal up to a tolerance depending on $\varepsilon$.

**Data structures:**

Search nodes which store at least two vertices in the plane as well as a lower bound; a min-heap for

---

2 Otherwise the one-dimensional minimization problem was trivial.
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such search nodes which stores additionally the current and the maximal number of search nodes.

1.) Construct a min-heap for maximal $m$ search nodes. 
Set the current number of search nodes to zero.

2.) Compute the initial search nodes as described above.

3.) If the problem has fewer than two proper low points solve the problem immediately and stop.

4.) For each initial search node $v$ do
   - compute the values of the objective function at the three vertices of $v$,
   - store a minimum of these three values as a lower bound of $v$,
   - insert $v$ into the min-heap,
   - increment the number of search nodes by one.

5.) Restore the heap condition.

6.) Repeat {

   Read the search node $v$ from the root of the heap.
   If the lower bound of $v$ is attained on a vertex which lies on the unit circle // case (i)
   output this vertex point as the solution and stop.
   If the angle of $v$ on the origin is smaller than $\varepsilon$ // case (ii)
   output the vertex point of $v$ which lies on the unit circle as the solution and stop.
   If the current number of search nodes is $m$, // case (iii)
   display an error message and stop.

   Decompose $v$ into two search nodes $v_1$ and $v_2$ as described above.
   For $k := 1$ to 2 do
     - compute the values of the objective function at the three vertices of $v_k$,
     - store a minimum of these three values as a lower bound of $v_k$.

   Remove $v$ from the heap and insert $v_1, v_2$ into the heap.
   Increment the current number of search nodes by one.

   Restore the heap condition.
}

Figure 4.1: The initial search nodes for the Branch-and-Bound Method.
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![Figure 4.2: The decomposition of a search node.](image)

**Lemma 4.6.** The maximal number of sweeps through the loop in step 6 of Algorithm 4.5 is at most $\frac{4\pi}{\varepsilon}$.

**Proof.** Obviously, the maximal number of search nodes which exist during the last sweep is at most $\left\lceil \frac{2\pi}{\varepsilon} \right\rceil$. When the algorithm reaches the loop, then at least three initial search nodes exist, and each sweep in step 6 of Algorithm 4.5, except the last one, increments the number of search nodes by one. Thus the number of executions of this loop can not be greater than $\frac{4\pi}{\varepsilon}$.

**Theorem 4.7.** The entire runtime of Algorithm 4.5 is in $O(N \cdot \log N) + O\left(\frac{\log(1/\varepsilon)}{\varepsilon}\right)$.

**Proof.** Sorting the low points with respect to their angles in step 2 and restoring the heap condition in step 5 of Algorithm 4.5 is possible in $O(N \cdot \log N)$. The rest of step 1 till 4 is done in $O(N)$. A sweep in step 6 requires $O(\log(1/\varepsilon))$ because of the restoration of the heap condition, and the algorithm needs only $O(1/\varepsilon)$ sweeps according to Lemma 4.6.

**Remark 4.8.** The summand $O\left(\frac{\log(1/\varepsilon)}{\varepsilon}\right)$ in Theorem 4.7 can be exponential with respect to the input length, because the input of the tolerance parameter $\varepsilon$ requires only a logarithmic number of bits.

Next we apply the SLA and the solver KNITRO in order to solve our program (4.6) faster. At least KNITRO is efficient, but both methods yield only a stationary point. The computation of a step of the SLA as in (3.1) is very easy in our case.

**Lemma 4.9.** Given a minimization problem over the disk $P$ of radius $R > 0$ around the origin. Let the objective function $f : P \subset \mathbb{R}^2 \to \mathbb{R}$ be concave and differentiable. Assume $\nabla f(x^{(k)}) \neq 0$ at a point $x^{(k)} \in P$. Then

$$x^{(k+1)} = -R \cdot \frac{\nabla f(x^{(k)})}{\|
abla f(x^{(k)})\|_2} \quad (4.8)$$

is the unique solution of (3.1).
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**Proof.** It holds for the minimal value in (3.1):

\[
\min_{x \in \mathbb{R}} \nabla f(x) \cdot (x - x) = -\nabla f(x) \cdot x + \min_{x \in \mathbb{R}} \nabla f(x) \cdot x
\]

Now the statement follows by the Cauchy-Schwarz inequality.

Fung and Mangasarian consider the real multidimensional $\ell_q$ minimization problem for $q < 1$ in [17]. They suggest starting the SLA iteration with the solution of the $\ell_1$ minimization problem which is linear in the real case. However, we have not a proper $\ell_q$ minimization problem in the real plane, but a relaxed optimization problem over the circle. The case $q = 1$ is not linear in (4.6). Therefore we use the solution of the $\ell_2$ minimization problem as starting point, because the $\ell_2$ optimization is linear in our case. Now the SLA can be adapted for (4.6) with $q \in [1, 2)$ in the following way:

**Algorithm 4.10.**

**Input:**
- $N, q \in [1, 2], \alpha_l, \beta_l, \gamma_l$ ($l = 1, 2, \ldots, N$) as in (4.1),
- a positive number $R \leq 1$ giving the radius of the disk,
- a positive integer $\lambda$ giving the maximal number of iterations,
- a tolerance parameter $\varepsilon > 0$.

**Output:**
- A stationary point $x \in \mathbb{R}^2$ with $\mu = (x_1 + i \cdot x_2) / R$ as in (2.4).

1.) $I_2 := \emptyset$.
2.) For $l := 1$ to $N$ do
   - if $\alpha_l^2 + \beta_l^2 > \varepsilon^2$
     - $I := I_2 \cup \{l\}$;
3.) $y^{(0)} := \sum_{l \in I_2} [\alpha_l \quad \beta_l]^T$, $\hat{n} := \|y^{(0)}\|_2$.
4.) If $(\hat{n} > \varepsilon)$
   - then $x^{(0)} := R \cdot \frac{y^{(0)}}{\hat{n}}$; \hspace{1cm} // start with $R$ times
   - else $x^{(0)} := [R \quad 0]^T$. \hspace{1cm} // an arbitrary point
   - \hspace{1cm} // with radius $R$
   - \hspace{1cm} // (see the proof of
   - \hspace{1cm} // Lemma 4.3.)
5.) For $k := 1$ to $\lambda$ do
   - $y^{(k)} := \sum_{l \in I_2} \frac{[\alpha_l \quad \beta_l]^T}{(\gamma_l - [\alpha_l \quad \beta_l] \cdot x^{(k-1)})^{1-q/2}}$, \hspace{1cm} // $y^{(k)} = -\nabla f(x^{(k-1)})$
   - $\hat{n} := \|y^{(k)}\|_2$.
   - If $(\hat{n} < \varepsilon)$
     - then $x^{(k)} := x^{(k-1)}$, \hspace{1cm} break;
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\[
\text{else } x^{(k)} := R \cdot \frac{y^{(k)}}{n}; \quad \text{// see (4.8)}
\]

\[
\text{if } \left( (x^{(k)} - x^{(k-1)})^T \cdot (x^{(k)} - x^{(k-1)}) < \varepsilon^2 \right)
\]

then break.

6.) \[ \mu := \frac{1}{R} \cdot (x_1^{(k)} + i \cdot x_2^{(k)}). \]

Remark 4.11. The gradient of the objective function can have poles on the unit circle if $|a_i| = |b_{ik}|$ for at least one $l \in \{1, 2, \ldots, N\}$. Thus we can use a slightly smaller disk to avoid this difficulty. The radius $R$ could be $1 - \varepsilon$ for a small $\varepsilon > 0$.

On the other hand, poles can only occur with probability zero. Therefore we can first test whether a pair of corresponding coordinates has the same absolute value. Then we decrease the radius $R$ below one only if necessary.

Example 4.12. We set $N := 1000$, $q := 1$ and drew 20 pseudo-random numbers for the real and the imaginary parts of $a_l$ and $b_l$ ($l = 1, 2, \ldots, N$), respectively. We solved the instances of the problem by Algorithm 4.10 which we have implemented in MATLAB and compiled. Thereby we set the tolerance parameter $\varepsilon := 10^{-7}$ and $m := 2000$. We sent the instances of the problem also to the solver KNITRO on the NEOS server. We verified by the Branch-and-Bound method which method yielded a global minimum.

<table>
<thead>
<tr>
<th>SLA</th>
<th>Did it yield</th>
<th>a global minimum?</th>
<th>runtime in milliseconds</th>
<th>KNITRO</th>
<th>Did it yield</th>
<th>a global minimum?</th>
<th>runtime in milliseconds</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>✓</td>
<td>15</td>
<td>✓</td>
<td>4.39</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>✓</td>
<td>15</td>
<td>✓</td>
<td>4.79</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>✓</td>
<td>31</td>
<td>✓</td>
<td>5.58</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>✓</td>
<td>16</td>
<td>✓</td>
<td>7.42</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>✓</td>
<td>29</td>
<td>✓</td>
<td>4.79</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>✓</td>
<td>16</td>
<td>✓</td>
<td>4.15</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>✓</td>
<td>31</td>
<td>✓</td>
<td>5.19</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>✓</td>
<td>16</td>
<td>✓</td>
<td>32.53</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>✓</td>
<td>31</td>
<td>✓</td>
<td>8.14</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>✓</td>
<td>11</td>
<td>✓</td>
<td>6.84</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>✓</td>
<td>31</td>
<td>✓</td>
<td>5.05</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>✓</td>
<td>31</td>
<td>✓</td>
<td>4.53</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>✓</td>
<td>15</td>
<td>✓</td>
<td>3.16</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>✓</td>
<td>16</td>
<td>✓</td>
<td>2.27</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>✓</td>
<td>31</td>
<td>✓</td>
<td>11.05</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>✓</td>
<td>31</td>
<td>✓</td>
<td>3.47</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>✓</td>
<td>31</td>
<td>✓</td>
<td>5.67</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>✓</td>
<td>16</td>
<td>✓</td>
<td>3.92</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>✓</td>
<td>32</td>
<td>✓</td>
<td>7.45</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>✓</td>
<td>15</td>
<td>✓</td>
<td>26.24</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>sum</td>
<td></td>
<td>569</td>
<td></td>
<td>156.63</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Figure 4.3: The runtimes of KNITRO and the SLA for Example 4.12.

The SLA yielded eighteen times a global minimum, KNITRO found only thirteen times a global minimum.

We programmed the Branch-and-Bound method in C++. We coded also the SLA in C++ in order to treat the data with the same program.

Example 4.13. We set $q := 1$ and drew 50 sets of pseudo-random numbers for the real and imaginary parts of $a_l$ and $b_l$ for $l = 1, 2, \ldots, N$ and $N \in \{100, 200, \ldots, 1000\}$. The tolerance parameter $\varepsilon$ was $10^{-7}$, the maximal heap size was 5000 and the maximal number of iterations for the SLA was bounded to 1000. Never the maximal heap size nor the maximal number of iterations was attained. A solution of the SLA was considered being a global minimum if $|\xi_{BA} - \xi_{SLA}| < 10^{-6}$ or $|g (\xi_{BA}) - g (\xi_{SLA})| < 10^{-6} \cdot g (\xi_{BA})$. Table 4.2 and Figure 4.4 display the results.

We wanted also to test how the runtime depends on the tolerance parameter. If $\varepsilon$ becomes very small, then the number of search nodes for the Branch-and-Bound-Method could explode and therefore the required runtime could also rise.

Example 4.14. We set $q := 1$ and drew 50 sets of pseudo-random numbers for the real and imaginary parts of $a_l$ and $b_l$ for $l = 1, 2, \ldots, N$ with $N = 500$. for $\varepsilon \in \{10^{-12}, 10^{-11}, \ldots, 10^{-3}\}$. The maximal heap size was 5000 and the maximal number of iterations for the SLA was bounded to 2000. Never the maximal heap size nor the maximal number of iterations was attained. A solution of the SLA was considered being a global minimum if $|\xi_{BA} - \xi_{SLA}| < 10^{-6}$ or $|g (\xi_{BA}) - g (\xi_{SLA})| < 10^{-6} \cdot g (\xi_{BA})$. Table 4.3 and Figure 4.5 display the results.

There was no significant increase of the runtime of the Branch-and-Bound method for decreasing $\varepsilon$ in this example.
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<table>
<thead>
<tr>
<th>$N$</th>
<th>Average runtime in milliseconds</th>
<th>How often did the SLA find a global minimum?</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Branch and Bound</td>
<td>SLA</td>
</tr>
<tr>
<td>100</td>
<td>6.86</td>
<td>0.32</td>
</tr>
<tr>
<td>200</td>
<td>18.12</td>
<td>2.78</td>
</tr>
<tr>
<td>300</td>
<td>35.92</td>
<td>5.56</td>
</tr>
<tr>
<td>400</td>
<td>63.62</td>
<td>6.26</td>
</tr>
<tr>
<td>500</td>
<td>95.52</td>
<td>9.62</td>
</tr>
<tr>
<td>600</td>
<td>135.76</td>
<td>16.80</td>
</tr>
<tr>
<td>700</td>
<td>192.90</td>
<td>24.26</td>
</tr>
<tr>
<td>800</td>
<td>248.90</td>
<td>22.56</td>
</tr>
<tr>
<td>900</td>
<td>365.32</td>
<td>40.28</td>
</tr>
<tr>
<td>1000</td>
<td>342.28</td>
<td>33.02</td>
</tr>
</tbody>
</table>

Table 4.2: The results of Example 4.13.

<table>
<thead>
<tr>
<th>$\varepsilon$</th>
<th>Average runtime in milliseconds</th>
<th>How often found the SLA a global minimum?</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Branch and Bound</td>
<td>SLA</td>
</tr>
<tr>
<td>$10^{-12}$</td>
<td>102.14</td>
<td>19.14</td>
</tr>
<tr>
<td>$10^{-11}$</td>
<td>98.90</td>
<td>17.36</td>
</tr>
<tr>
<td>$10^{-10}$</td>
<td>98.24</td>
<td>16.36</td>
</tr>
<tr>
<td>$10^{-9}$</td>
<td>93.98</td>
<td>12.22</td>
</tr>
<tr>
<td>$10^{-8}$</td>
<td>95.46</td>
<td>15.10</td>
</tr>
<tr>
<td>$10^{-7}$</td>
<td>98.02</td>
<td>11.94</td>
</tr>
<tr>
<td>$10^{-6}$</td>
<td>98.44</td>
<td>9.26</td>
</tr>
<tr>
<td>$10^{-5}$</td>
<td>102.92</td>
<td>6.98</td>
</tr>
<tr>
<td>$10^{-4}$</td>
<td>90.90</td>
<td>4.54</td>
</tr>
<tr>
<td>$10^{-3}$</td>
<td>85.68</td>
<td>2.86</td>
</tr>
</tbody>
</table>

Table 4.3: The results of Example 4.14.

Figure 4.4: The average runtimes of the Branch-and-Bound-Method and the SLA for Example 4.13.
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Figure 4.5: The average runtimes of the Branch-and-Bound-Method and the SLA for example 4.14.

In practical tests the runtime of the Branch-and-Bound method depended hardly on the tolerance parameter \( \varepsilon \), although this is the most crucial dependence in the worst case according to Theorem 4.7 and Remark 4.8. In Example 4.13 the runtime rose faster as predicted in Theorem 4.7. This is because a problem with fewer summands will possess fewer stationary points on average. Therefore we can expect that the Branch-and-Bound method will faster find an optimal search node or its ancestors, respectively.

Figure 4.6: The SLA iteration: The solid curve is a section of the unit circle, and an SLA iteration with \( m = 5 \) is dashed.

Finally, we investigate the solution of the problems (2.4) by Weiszfelds algorithm for the ESFL with the hyperbolic approximation from Rosen and Xue (3.3). However, a global minimum need not lie on the unit circle. It is possible to add a penalty function [25], [35] in order to force the solution to the unit circle. But we cannot expect to obtain a global minimum with respect to the unit circle in this way, because we lose the convexity of our problem. Instead of the solution of our problems with several parameters for the penalty function, we can exploit the geometric structure of the circle. Past each iteration in the sense of Weiszfelds algorithm we project the new iteration point to the circle in the following way:
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$$
\pi(x) := \frac{x}{||x||_2}, \quad x \neq 0.
$$

Now we can present our algorithm based on [48] and [39]:

**Algorithm 4.15.**

- **Input:** $N, a_l, b_l, \quad (l = 1, 2, ..., N)$, a natural number $m$ giving the maximal number of iterations, a tolerance parameter $\varepsilon > 0$ an approximation parameter $\epsilon > 0$.

- **Output:** A locally minimizing $\mu$ as in (2.4) for $q = 1$.

1.) $I_1 := \emptyset$.

2.) For $l := 1$ to $N$ do

   if $\left( |a_l|^2 > \varepsilon^2 \right)$ and $\left( |b_l|^2 > \varepsilon^2 \right)$
   
   $I_1 := I_1 \cup \{l\}$;

   $p_{1l} := \Re \frac{b_l}{a_l}$;

   $p_{2l} := \Im \frac{b_l}{a_l}$.

3.) $y^{(0)} := a^* b, \quad \tilde{n} := \left| y^{(0)} \right|_2$.

   If $(\tilde{n} > \varepsilon)$

   then $x^{(0)} := \frac{y^{(0)}}{\tilde{n}}$; \quad // start with the $l_2$ solution

   else $x^{(0)} := [1 \ 0]^T$. \quad // an arbitrary point on

   // the circle.

4.) For $k := 1$ to $\tilde{n}$ do

   $y^{(k)} := \sum_{l \in I_1} \frac{|a_l| \cdot p_l}{\sqrt{(y^{(k-1)} - p_l)^T (y^{(k-1)} - p_l) + \epsilon}}$;

   $\tilde{n} := \left| y^{(k)} \right|_2$.

   If $(\tilde{n} < \varepsilon)$

   then $x^{(k)} := x^{(k-1)}$, break;

   else $x^{(k)} := \frac{y^{(k)}}{\tilde{n}}$;

   if $\left( (x^{(k)} - x^{(k-1)})^T \cdot (x^{(k)} - x^{(k-1)}) < \varepsilon^2 \right)$

   then break.

4.) $\mu := x_1^{(k)} + i \cdot x_2^{(k)}$.

We programmed Algorithm 4.15 in order to compare it with our Branch-and-Bound-Method as well as the SLA.

**Example 4.16.** We set $q := 1$ and drew 50 sets of pseudo-random numbers for the real and imaginary parts of $a_l$ and $b_l$ for $l = 1, 2, ..., N$ and $N \in \{100, 200, ..., 1000\}$. The tolerance parameter $\varepsilon$ was $10^{-7}$, the approximation parameter $\epsilon$ was $10^{-9}$, the maximal heap size was 5000 and the maximal number of iterations for Algorithm 4.15 and the SLA was bounded to 2000. Never the maximal heap size nor the maximal number of iterations was anytime attained. A solution of the SLA was considered to be a global minimum if $|\xi_{B\Lambda B} - \xi_{SLA}| < 10^{-6}$ or $|g(\xi_{B\Lambda B}) - g(\xi_{SLA})| < 10^{-6} \cdot g(\xi_{B\Lambda B})$, analogously for Algorithm 4.15. The average runtimes are displayed in Table 4.4 and Figure 4.7.
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<table>
<thead>
<tr>
<th>$N$</th>
<th>B. a. B.</th>
<th>Average runtime of</th>
<th>How often found</th>
<th>SLA</th>
<th>Alg. 4.15</th>
<th>SLA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Alg. 4.15 in milliseconds</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>4.98</td>
<td>0.32</td>
<td>1.26</td>
<td>29</td>
<td>29</td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>13.72</td>
<td>0.96</td>
<td>2.82</td>
<td>50</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>300</td>
<td>25.96</td>
<td>0.32</td>
<td>6.54</td>
<td>50</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>400</td>
<td>52.70</td>
<td>3.10</td>
<td>9.50</td>
<td>50</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>79.06</td>
<td>2.18</td>
<td>8.14</td>
<td>50</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>600</td>
<td>109.26</td>
<td>3.82</td>
<td>10.04</td>
<td>50</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>700</td>
<td>148.50</td>
<td>7.08</td>
<td>14.72</td>
<td>43</td>
<td>43</td>
<td></td>
</tr>
<tr>
<td>800</td>
<td>193.18</td>
<td>5.98</td>
<td>15.54</td>
<td>50</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>900</td>
<td>241.60</td>
<td>6.82</td>
<td>21.62</td>
<td>35</td>
<td>35</td>
<td></td>
</tr>
<tr>
<td>1000</td>
<td>292.48</td>
<td>8.16</td>
<td>18.74</td>
<td>46</td>
<td>46</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.4: The results of Example 4.16.

![Figure 4.7: The average run times of Algorithm 4.15 and the SLA.](image)

4.3 The case $q \in [4, \infty)$

In the next section we will investigate the case $q \in (2, 4)$. The treatment of that case will be a refinement of our approach in this section. Therefore we first present the case $q \in [4, \infty)$. In section 4.5 we will see that there exists a much better approach for the special case $q = 4$. But for $q \in (4, \infty)$, we are not able to give an efficient algorithm which always yields a global minimum.

Let us consider the following modification of the program (4.6):

$$
\min \beta_{jk}(x) = \sum_{l \in I_{(j,k)}} \left( \gamma_l^{(jk)} - \left[ \alpha_l^{(jk)} \beta_l^{(jk)} \right] \cdot x \right)^{q/2} + \frac{\lambda^{(jk)}}{2} \cdot (1 - x^T x)
$$

(4.9)

with $\alpha_l^{(jk)}, \beta_l^{(jk)}$ and $\gamma_l^{(jk)}$, $l \in \{1, 2, \ldots, N\}$, as in (4.1) and $\lambda^{(jk)} \in \mathbb{R}$.

Obviously, the additional summand $\frac{\lambda^{(jk)}}{2} \cdot (1 - x^T x)$ vanishes on the unit circle. Therefore the
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objective function of the program (4.9) has the same value as the objective function of the program (4.6) on each point of the unit circle.

**Lemma 4.17.** Let $f^{(q)}_{jk}(x)$ be the objective function as in program (4.6) and $U \subseteq \mathbb{R}^2$ a closed bounded convex set. If $q \in (4, \infty)$ and $\lambda^{(jk)}$ is greater than or equal to the largest eigenvalue of the Hessian matrix $\frac{d^2 f^{(q)}_{jk}(x)}{dx^2}$ for all $x \in U$, then the objective function of the program (4.9) is concave over $U$.

**Proof.** The Hessian matrix of the objective function is

$$\frac{d^2 f^{(q)}_{jk}(x, \lambda^{(jk)})}{dx^2} = \frac{d^2 f^{(q)}_{jk}(x)}{dx^2} - \lambda^{(jk)} I_2,$$

and this matrix is negative semidefinite for all $x \in U$, because $\lambda^{(jk)}$ is greater than or equal to the largest eigenvalue of the first summand if $x \in U$.

**Lemma 4.18.** Let $f^{(q)}_{jk}(x)$ be the objective function as in program (4.6) as well as $c_{l}^{(jk)}, \beta_{l}^{(jk)}$ and $\eta^{(jk)}$ for $l \in \{1, 2, ..., N\}$ as in (4.1) and $R \in (0, 1]$. If we set

$$\lambda^{(jk)} = \lambda^{(jk)}(R) = \frac{q}{2} \cdot \left( \frac{q}{2} - 1 \right) \cdot \sum_{l \in H_{(j,k)}} \left( (1 + R) \eta^{(jk)} \right)^{q/2 - 2} \cdot \left( c_{l}^{(jk)} \right)^{2} \left( \beta_{l}^{(jk)} \right)^{2} \left( \alpha_{l}^{(jk)} \right)^{2} \left( \beta_{l}^{(jk)} \right)^{2},$$

then $\lambda^{(jk)}$ is greater than or equal to the largest eigenvalue of the Hessian matrix $\frac{d^2 f^{(q)}_{jk}(x)}{dx^2}$ for all $x$ within the closed disk with radius $R$ around the origin.

**Proof.** According to (4.7) the Hessian matrix of $f^{(q)}_{jk}(x)$ is

$$\frac{d^2 f^{(q)}_{jk}(x)}{dx^2} = \frac{q}{2} \cdot \left( \frac{q}{2} - 1 \right) \cdot \sum_{l \in H_{(j,k)}} \left( \eta^{(jk)} - \left[ \alpha_{l}^{(jk)} \beta_{l}^{(jk)} \right] \cdot x \right)^{q/2 - 2} \cdot \left[ \alpha_{l}^{(jk)} \beta_{l}^{(jk)} \right] \cdot \left[ \alpha_{l}^{(jk)} \beta_{l}^{(jk)} \right] \cdot \left[ \alpha_{l}^{(jk)} + \beta_{l}^{(jk)} \right] \cdot \left[ \alpha_{l}^{(jk)} + \beta_{l}^{(jk)} \right]

= \begin{vmatrix} h_{11}(x) & h_{12}(x) \\ h_{21}(x) & h_{22}(x) \end{vmatrix}.

The largest eigenvalue of this matrix is

$$\lambda_{1}(x) = \frac{h_{11}(x) + h_{22}(x)}{2} + \sqrt{\frac{(h_{11}(x) + h_{22}(x))^{2}}{4} + h_{12}(x) \cdot h_{21}(x) - h_{11}(x) \cdot h_{22}(x)}

\leq h_{11}(x) + h_{22}(x)

= \frac{q}{2} \cdot \left( \frac{q}{2} - 1 \right) \cdot \sum_{l \in H_{(j,k)}} \left( \eta^{(jk)} - \left[ \alpha_{l}^{(jk)} \beta_{l}^{(jk)} \right] \cdot x \right)^{q/2 - 2} \cdot \left( \left( \alpha_{l}^{(jk)} \right)^{2} + \left( \beta_{l}^{(jk)} \right)^{2} \right) \left( \alpha_{l}^{(jk)} \right)^{2} \left( \beta_{l}^{(jk)} \right)^{2} \left( \alpha_{l}^{(jk)} \right)^{2} \left( \beta_{l}^{(jk)} \right)^{2}

\leq \frac{q}{2} \cdot \left( \frac{q}{2} - 1 \right) \cdot \sum_{l \in H_{(j,k)}} \left( (1 + R) \eta^{(jk)} \right)^{q/2 - 2} \cdot \left( \left( \alpha_{l}^{(jk)} \right)^{2} + \left( \beta_{l}^{(jk)} \right)^{2} \right) \left( \alpha_{l}^{(jk)} \right)^{2} \left( \beta_{l}^{(jk)} \right)^{2}

\forall x \text{ with } x^T x \leq 1.

\square
If we set \( \lambda^{(j,b)} = \lambda^{(j,b)}(1) \) as in (4.10), then the objective function of (4.9) is concave over the unit disk according to Lemma 4.17 and 4.18. Our modification has the advantage that the global minimum lies on the unit circle and has there the same value as the original program (4.6) according to section 3.5. The modified program is still hard to solve. But the Successive Linearization Algorithm ([17, 32]) as well as the solver KNITRO finds always a stationary point which is also a global minimum in many cases. Here is the slightly modified Successive Linearization Algorithm from Mangasarian for the case \( q \in (4, \infty) \).

**Algorithm 4.19.**

**Input:**
- \( N, q \in (4, \infty), \alpha_i, \beta_i, \gamma \ (i = 1, 2, \ldots, N) \) as in (4.1), a nonnegative real number \( \lambda := \lambda^{(j,b)}(1) \) as in (4.10),
- a positive integer \( m \) giving the maximal number of iterations, a tolerance parameter \( \varepsilon > 0 \).

**Output:**
- A stationary point \( x \in \mathbb{R}^2 \) with \( \mu = (x_1 + i \cdot x_2) \) as in (2.4).

1. \( y^{(0)} := \sum_{i=1}^{N} \begin{bmatrix} \alpha_i & \beta_i \end{bmatrix}^T, \quad \bar{n} := \|y^{(0)}\|_2. \)
2. If \( \bar{n} > \varepsilon \)
   - then \( x^{(0)} := \frac{y^{(0)}}{\bar{n}} \); // start with the \( \ell_2 \) solution
   - else \( x^{(0)} := [1, 0]^T. \) // an arbitrary point
     // with radius 1
3. For \( k := 1 \) to \( m \) do
   - \( y^{(k)} := \lambda \cdot x^{(k-1)} + \sum_{i=1}^{N} \gamma_i \cdot \begin{bmatrix} \alpha_i & \beta_i \end{bmatrix} \cdot x^{(k-1)} \cdot \|x^{(k-1)}\|^{4/2-1}, \begin{bmatrix} \alpha_i & \beta_i \end{bmatrix} \),
   - \( \bar{n} := \|y^{(k)}\|_2. \)
   - If \( \bar{n} < \varepsilon \)
     - then \( x^{(k)} := x^{(k-1)}, \ break; \)
     - else \( x^{(k)} := \frac{y^{(k)}}{\bar{n}}; \)
       - if \( \left( (x^{(k)} - x^{(k-1)})^T \cdot (x^{(k)} - x^{(k-1)}) < \varepsilon^2 \right) \) then break.
4. \( \mu := (x_1^{(k)} + i \cdot x_2^{(k)}). \)

In the third step of the algorithm we used the convention \( 0^{4/2-1} := 0 \) for all \( q \in (4, \infty) \).

Furthermore, we can use \( \lambda^{(j,b)}(R) \) as in Lemma 4.18 in order to make our modified objective function as in (4.9) concave over a disk with an arbitrary radius \( R \) around the origin. This modification works also for our Branch-and-Bound-Method which we have introduced in section 4.2. If we set \( R \) to the maximal Euclidean norm over the vertices of the triangles which correspond to the initial search nodes of our Branch-and-Bound-Method, then our modified objective function with \( \lambda^{(j,b)}(R) \) will be concave over all triangles which are represented by the initial search nodes and thus for all the triangles which correspond to the search nodes which are produced by the Branch-and-Bound-Method (see Figure 4.1).

**Example 4.20.** We set \( q := 5 \) and drew 50 sets of pseudo-random numbers for the real and imaginary parts of \( a_l \) and \( b_l \) for \( l = 1, 2, \ldots, N \) and \( N \in \{100, 200, \ldots, 1000\} \). The tolerance parameter \( \varepsilon \) was \( 10^{-7} \), the maximal heap size was 5000 and the maximal number of iterations for the SLA was bound to 2000. Neither the maximal heap size nor the maximal number of iterations was attained. A solution of the SLA was considered being a global minimum if \( \|\xi_{Bab} - \xi_{SLA}\| < 10^{-6} \) or \( |g(\xi_{Bab}) - g(\xi_{SLA})| < 10^{-6} \cdot g(\xi_{Bab}) \). Table 4.5 and Figure 4.8 display the results.

**Example 4.21.** We set \( q := 10 \) and drew 50 sets of pseudo-random numbers for the real and imaginary parts of \( a_l \) and \( b_l \) for \( l = 1, 2, \ldots, N \) and \( N \in \{100, 200, \ldots, 1000\} \). The tolerance parameter \( \varepsilon \) was
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<table>
<thead>
<tr>
<th>$N$</th>
<th>Average runtime in milliseconds</th>
<th>How often did the SLA find a global minimum?</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Branch and Bound</td>
<td>SLA</td>
</tr>
<tr>
<td>100</td>
<td>35.88</td>
<td>3.44</td>
</tr>
<tr>
<td>200</td>
<td>74.32</td>
<td>6.50</td>
</tr>
<tr>
<td>300</td>
<td>118.86</td>
<td>6.54</td>
</tr>
<tr>
<td>400</td>
<td>160.10</td>
<td>11.80</td>
</tr>
<tr>
<td>500</td>
<td>208.40</td>
<td>19.98</td>
</tr>
<tr>
<td>600</td>
<td>260.94</td>
<td>32.36</td>
</tr>
<tr>
<td>700</td>
<td>344.46</td>
<td>36.36</td>
</tr>
<tr>
<td>800</td>
<td>451.16</td>
<td>47.70</td>
</tr>
<tr>
<td>900</td>
<td>532.28</td>
<td>43.12</td>
</tr>
<tr>
<td>1000</td>
<td>585.22</td>
<td>55.88</td>
</tr>
</tbody>
</table>

Table 4.5: The results for Example 4.20.

<table>
<thead>
<tr>
<th>$N$</th>
<th>Average runtime in milliseconds</th>
<th>How often did the SLA find a global minimum?</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Branch and Bound</td>
<td>SLA</td>
</tr>
<tr>
<td>100</td>
<td>14.34</td>
<td>6.24</td>
</tr>
<tr>
<td>200</td>
<td>40.60</td>
<td>11.84</td>
</tr>
<tr>
<td>300</td>
<td>90.48</td>
<td>19.34</td>
</tr>
<tr>
<td>400</td>
<td>146.02</td>
<td>27.76</td>
</tr>
<tr>
<td>500</td>
<td>203.90</td>
<td>43.84</td>
</tr>
<tr>
<td>600</td>
<td>269.64</td>
<td>76.98</td>
</tr>
<tr>
<td>700</td>
<td>333.48</td>
<td>81.18</td>
</tr>
<tr>
<td>800</td>
<td>412.44</td>
<td>114.52</td>
</tr>
<tr>
<td>900</td>
<td>480.08</td>
<td>149.50</td>
</tr>
<tr>
<td>1000</td>
<td>573.46</td>
<td>195.62</td>
</tr>
</tbody>
</table>

Table 4.6: The results for Example 4.21.

$10^{-7}$ and the maximal heap size was 5000. The SLA became slower for $q = 10$. Therefore we set the maximal number of iterations for the SLA to 2000. Neither the maximal heap size nor the maximal number of iterations was attained. A solution of the SLA was considered being a global minimum if $|\zeta_{BaB} - \zeta_{SLA}| < 10^{-6}$ or $|g(\zeta_{BaB}) - g(\zeta_{SLA})| < 10^{-4} \cdot g(\zeta_{BaB})$. Table 4.6 and Figure 4.9 display the results.

\[\] 

4.4 The case $q \in (2, 4)$

This case is quite similar to the case $q \in (4, \infty)$, but there is an essential difference. If $q \in (2, 4)$ and $|a_l| = |b_k|$ for at least one $l \in \{1, 2, \ldots, N\}$, then the second derivative of the objective function has at least one pole on the unit circle. Thus we can use a slightly smaller disk to avoid this difficulty.

On the other hand poles can only occur with probability zero. Therefore we can first test whether a pair of corresponding coordinates has the same absolute value. Then we decrease the radius $R$ below one only if necessary.

\[\]

**Lemma 4.22.** Let $f_{jk}^t(x)$ be the objective function as in the program (4.6) as well as $\alpha_{1}^{(jk)}, \beta_{1}^{(jk)}$ and $\gamma_{1}^{(jk)}, l \in \{1, 2, \ldots, N\},$ as in (4.1). Let $R \in (0, 1]$. If we set

\[\]
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Figure 4.8: The average runtimes of the Branch-and-Bound-Method and the SLA in Example 4.20.

Figure 4.9: The average runtimes of the Branch-and-Bound-Method and the SLA in Example 4.21.
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$$\lambda^{(jk)} = \lambda^{(jk)}(R)$$

$$=: \frac{q}{2} \left( \frac{q}{2} - 1 \right) \left\{ \sum_{l \in I_1(j,k)} \left[ (1 - R) \cdot \gamma^{(jk)}_l \right] \right\}^{q/2-2} \cdot \left( \left( \alpha^{(jk)}_l \right)^2 + \left( \beta^{(jk)}_l \right)^2 \right), \quad \text{if } R < 1,$$

$$\sum_{l \in I_1(j,k)} \left\| a_{l,j} - b_{l,k} \right\|^{q/2-2} \cdot \left( \left( \alpha^{(jk)}_l \right)^2 + \left( \beta^{(jk)}_l \right)^2 \right), \quad \text{otherwise,}$$

(4.12)

then $\lambda^{(jk)}(R)$ is greater than or equal to the largest eigenvalue of the Hessian matrix $\frac{d^2 f^{(q)}_{jk}(x)}{dx^2}$ for all $x$ within the closed disk around the origin with radius $R$.

Proof. According to (4.7), the Hessian matrix of $f^{(q)}_{jk}(x)$ is

$$\frac{d^2 f^{(q)}_{jk}(x)}{dx^2} = \frac{q}{2} \left( \frac{q}{2} - 1 \right) \cdot \sum_{l \in I_1(j,k)} \left( \gamma^{(jk)}_l - \left[ \alpha^{(jk)}_l \beta^{(jk)}_l \right] \cdot x \right)^{q/2-2} \cdot \left( \left( \alpha^{(jk)}_l \right)^2 + \left( \beta^{(jk)}_l \right)^2 \right)$$

$$= \begin{bmatrix} h_{11}(x) & h_{12}(x) \\ h_{21}(x) & h_{22}(x) \end{bmatrix}.$$

We have the bound $\lambda_1(x) \leq h_{11}(x) + h_{22}(x)$ for the largest eigenvalue of the Hessian matrix from (4.11). This means for $q \in (2, 4)$ and $R < 1$

$$\lambda_1(x) \leq \frac{q}{2} \left( \frac{q}{2} - 1 \right) \cdot \sum_{l \in I_1(j,k)} \left( \gamma^{(jk)}_l - \left[ \alpha^{(jk)}_l \beta^{(jk)}_l \right] \cdot x \right)^{q/2-2} \cdot \left( \left( \alpha^{(jk)}_l \right)^2 + \left( \beta^{(jk)}_l \right)^2 \right)$$

$$\leq \frac{q}{2} \left( \frac{q}{2} - 1 \right) \cdot \sum_{l \in I_1(j,k)} \left[ (1 - R) \cdot \gamma^{(jk)}_l \right]^{q/2-2} \cdot \left( \left( \alpha^{(jk)}_l \right)^2 + \left( \beta^{(jk)}_l \right)^2 \right)$$

$$\forall x \quad \text{with} \quad x^T x \leq R^2.$$

For the largest eigenvalue of the Hessian matrix in the case $R = 1$, it holds

$$\lambda_1(x) \leq \frac{q}{2} \left( \frac{q}{2} - 1 \right) \cdot \sum_{l \in I_1(j,k)} \left( \gamma^{(jk)}_l - \left[ \alpha^{(jk)}_l \beta^{(jk)}_l \right] \cdot x \right)^{q/2-2} \cdot \left( \left( \alpha^{(jk)}_l \right)^2 + \left( \beta^{(jk)}_l \right)^2 \right)$$

$$\leq \frac{q}{2} \left( \frac{q}{2} - 1 \right) \cdot \sum_{l \in I_1(j,k)} \left\| a_{l,j} - b_{l,k} \right\|^{q/2-2} \cdot \left( \left( \alpha^{(jk)}_l \right)^2 + \left( \beta^{(jk)}_l \right)^2 \right)$$

$$\forall x \quad \text{with} \quad x^T x \leq 1.$$

Now we can solve the program

$$\min f^{(q)}_{jk}(x, R) = \sum_{l \in I_1(j,k)} \left( \gamma^{(jk)}_l - \left[ \alpha^{(jk)}_l \beta^{(jk)}_l \right] \cdot x \right)^{q/2} + \frac{\lambda^{(jk)}(R)}{2} \cdot (R^2 - x^T x)$$

$$\text{s.t. } x^T x \leq R^2, \quad x \in \mathbb{R}^2$$

(4.13)
with $R \in (0, 1]$ and $\lambda^{(j,k)}(R)$ as in (4.12). According to section 3.5 the objective function has the same
data as the program 4.6 on the circle around the origin with radius $R$. According to Lemma 4.17 and
4.22 the objective function of the program 4.13 is concave. We adopted the Successive Linearization
Algorithm from Mangasarian also for this case.

Algorithm 4.23.  
Input:  
$N, q \in (2, 4], \alpha_l, \beta_l, \gamma_l$ \hspace{5pt} (l = 1, 2, ..., N) as in (4.1),
a radius $R \in (0, 1]$ and a nonnegative number $\lambda$ := $\lambda^{(j,k)}(R)$
as in (4.12),
a positive integer $n$ giving the maximal number of iterations,
a tolerance parameter $\varepsilon > 0$.
Output: A stationary point $x \in \mathbb{R}^2$ with $\mu = (x_1 + i \cdot x_2) / R$ as in (2.4).
1.) $y^{(0)} := \sum_{l=1}^{N} [\alpha_l \beta_l]^{T}$, \hspace{5pt} $\bar{n} := \|y^{(0)}\|_2$.  
2.) If ($\bar{n} > \varepsilon$)
then $x^{(0)} := R \cdot \frac{y^{(0)}}{\bar{n}}$; \hspace{5pt} // start with $R$ times
else $x^{(0)} := [R \quad 0]^T$. \hspace{5pt} // an arbitrary point
// with radius $R$
3.) For $k := 1$ to $\bar{n}$ do

$y^{(k)} := \lambda \cdot x^{(k-1)} + \sum_{l=1}^{N} (\gamma_l \cdot [\alpha_l \beta_l]^T \cdot x^{(k-1)})^{\gamma_i/2-1} \cdot \begin{bmatrix} \alpha_l \\ \beta_l \end{bmatrix}$,
$\bar{n} := \|y^{(k)}\|_2$.
If ($\bar{n} < \varepsilon$)
then $x^{(k)} := x^{(k-1)}$, break;
else $x^{(k)} := R \cdot \frac{y^{(k)}}{\bar{n}}$;  
if $\left( (x^{(k)} - x^{(k-1)})^T \cdot (x^{(k)} - x^{(k-1)}) \right) < \varepsilon^2$
then break.
4.) $\mu := \frac{1}{R} \cdot (x_1^{(k)} + i \cdot x_2^{(k)})$.

Obviously, we can use $j^{(j,k)}(x, R)$ as in (4.13) with the same radius $R$ as in the SLA also for our
Branch-and-Bound-Method. If $\varepsilon_l \approx 0$ for a $l \in I(j, k)$, then we must use a radius which is slightly
smaller than one (see Figure 4.11).

Example 4.24. We set $q := 3$ and drew 50 sets of pseudo-random numbers for the real and imaginary
parts of $\alpha_l$ and $\beta_l$ for $l = 1, 2, ..., N$ and $N \in \{100, 200, ..., 1000\}$. The tolerance parameter $\varepsilon$ was $10^{-7}$.
According to our experience, both the SLA and the Branch-and-Bound-Method became very slow for
$q \in (2, 4]$. Therefore we set the maximal heap size to 20000 and the maximal number of iterations for the
SLA to 100000. After these settings neither the maximal heap size nor the maximal number of
iterations was anymore attained. A solution of the SLA was considered being a global minimum if
$|x_{B&B} - x_{SLA}| < 10^{-6}$ or $|g(x_{B&B}) - g(x_{SLA})| < 10^{-6} \cdot g(x_{B&B})$. 
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<table>
<thead>
<tr>
<th>$N$</th>
<th>Average runtime in milliseconds</th>
<th>How often did the SLA find a global minimum?</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>48.44</td>
<td>50</td>
</tr>
<tr>
<td>200</td>
<td>101.12</td>
<td>50</td>
</tr>
<tr>
<td>300</td>
<td>145.80</td>
<td>48</td>
</tr>
<tr>
<td>400</td>
<td>151.32</td>
<td>50</td>
</tr>
<tr>
<td>500</td>
<td>220.84</td>
<td>49</td>
</tr>
<tr>
<td>600</td>
<td>296.88</td>
<td>48</td>
</tr>
<tr>
<td>700</td>
<td>411.08</td>
<td>50</td>
</tr>
<tr>
<td>800</td>
<td>560.04</td>
<td>50</td>
</tr>
<tr>
<td>900</td>
<td>657.42</td>
<td>48</td>
</tr>
<tr>
<td>1000</td>
<td>713.02</td>
<td>50</td>
</tr>
</tbody>
</table>

Table 4.7: The average runtimes of the Branch-and-Bound-Method and the SLA for Example 4.24.

Figure 4.10: The average runtimes for Example 4.24.

Figure 4.11: The initial search nodes for the Branch-and-Bound-Method if $R < 1$.  

□
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4.5 The special case \( q = 4 \)

In section 4.3 \((q \in [4, \infty))\) we modified the objective function in order to make it concave. By that the local minima lay on the border of the unit disk. But the global minimum could not be found efficiently.

However, we can find the global minimum very efficiently in the special case \( q = 4 \). The essential approach is the addition of a paraboloid again. But the resulting objective function stays convex this time and has a global minimum on the unit circle. Then the modified program can be solved exactly by a standard solver like KNITRO.

According to the proof of Lemma 4.1, the Hessian matrix is constant in the case \( q = 4 \):

\[
\text{Lemma 4.25. If } q = 4 \text{ and } \lambda_2 \text{ is the smallest eigenvalue of the matrix } \frac{d^2 f_{jk}(x)}{dx^2} \text{ with } f_{jk}(x) \text{ as in program (4.6), then the program (4.14) is convex.}
\]

Proof. The Hessian matrix of the objective function is

\[
\frac{d^2 f_{jk}(x)}{dx^2} = \frac{d^2 f_{jk}(x)}{dx^2} - \lambda_2 \cdot I_2,
\]

and this matrix is positive semidefinite, because \( \lambda_2 \) is the smallest eigenvalue of the first summand.

\[
\text{Lemma 4.26. If } q = 4 \text{ and } \lambda_2 \text{ is the smallest eigenvalue of the matrix } \frac{d^2 f_{jk}(x)}{dx^2} \text{ with } f_{jk}(x) \text{ as in program (4.6), then a global minimum of (4.14) lies on the unit circle, and with probability one no minimum lies in the interior of the disk.}
\]

Proof. Let \( A \) and \( B \) be random with some continuous distribution, \( \lambda_1 \geq \lambda_2 \geq 0 \) the eigenvalues of the Hessian matrix \( \frac{d^2 f_{jk}(x)}{dx^2} \) and \( v_1 \) as well as \( v_2 \) the corresponding eigenvectors. Moreover, let \( y = Qx \) be an orthogonal transformation of \( x \) into the \( v_1-v_2 \)-coordinate system. The objective function of the program (4.14) has the form

\[
\tilde{f}_{jk}(Q^{-1}y) = \frac{1}{2} \cdot (\lambda_1 - \lambda_2) \cdot y_1^2 + s \cdot y_1 + t \cdot y_2 + u
\]

with some constants \( s, t \) and \( u \) depending only on \( a_j \) and \( b_k \). The gradient with respect of the \( v_1-v_2 \)-coordinate system is
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\[ \frac{d f^{(k)}_i}{dy} (Q^{-1}y) = \left[ \left( \lambda_1 - \lambda_2 \right) \cdot y_1 + s \right]. \]

If a minimum lies in the interior of the disk, then this gradient must be zero. But the second component of the gradient can be zero only with probability zero. Now, let $\tilde{y} = Q\tilde{x}$ be such a global minimum in the interior of the disk. The objective function has the same value on each point of the straight line $L := \{ x + dy \mid d \in \mathbb{R} \}$. The line $L$ intersects the unit circle in exactly two points, and each of them is a global minimum.

\[ \square \]

**Example 4.27.** We set $N := 12$ and drew pseudo-random numbers for the real and imaginary parts of $a_l$ and $b_l$ ($l = 1, 2, \ldots, 12$). The following table shows these randomly drawn numbers as well as the computed numbers $\alpha_l, \beta_l, \gamma_l$ ($l = 1, 2, \ldots, 12$) as in (4.1).

<table>
<thead>
<tr>
<th>$l$</th>
<th>$a_l$</th>
<th>$b_l$</th>
<th>$\alpha_l$</th>
<th>$\beta_l$</th>
<th>$\gamma_l$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>-6.038 - 8.704i</td>
<td>6.636 - 12.277i</td>
<td>133.58</td>
<td>263.78</td>
<td>306.98</td>
</tr>
<tr>
<td>3</td>
<td>-4.042 + 1.931i</td>
<td>-9.281 - 13.444i</td>
<td>23.107</td>
<td>144.52</td>
<td>286.94</td>
</tr>
<tr>
<td>4</td>
<td>-14.745 + 2.481i</td>
<td>11.363 + 9.354i</td>
<td>-288.68</td>
<td>-332.23</td>
<td>440.19</td>
</tr>
<tr>
<td>6</td>
<td>-6.673 + 7.203i</td>
<td>6.251 + 4.829i</td>
<td>-13.859</td>
<td>-154.50</td>
<td>158.81</td>
</tr>
<tr>
<td>7</td>
<td>12.763 - 10.924i</td>
<td>10.047 + 0.879i</td>
<td>237.26</td>
<td>241.94</td>
<td>383.94</td>
</tr>
<tr>
<td>8</td>
<td>9.274 - 8.142i</td>
<td>-10.771 + 10.689i</td>
<td>-373.84</td>
<td>22.865</td>
<td>382.57</td>
</tr>
<tr>
<td>9</td>
<td>14.695 + 10.880i</td>
<td>-3.386 + 5.177i</td>
<td>13.137</td>
<td>225.83</td>
<td>372.58</td>
</tr>
<tr>
<td>10</td>
<td>6.722 - 0.656i</td>
<td>5.819 - 9.655i</td>
<td>90.898</td>
<td>-122.17</td>
<td>172.70</td>
</tr>
<tr>
<td>11</td>
<td>6.528 - 10.835i</td>
<td>11.613 - 11.115i</td>
<td>392.48</td>
<td>106.54</td>
<td>418.42</td>
</tr>
<tr>
<td>12</td>
<td>6.981 - 0.866i</td>
<td>-0.806 + 8.280i</td>
<td>-26.432</td>
<td>114.11</td>
<td>118.79</td>
</tr>
</tbody>
</table>

Figure 4.12: The graph of the function $f^{(k)}(x)$ as in (4.6) for Example 4.27. It is curved in each direction in the plane.
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Figure 4.13: The niveau lines of the function $f^{(4)}(x)$ are ellipses.

The Hessian matrix of $f^{(4)}(x)$ as in (4.6) is

$$
\frac{d^2 f^{(4)}(x)}{dx^2} = 2 \cdot \sum_{l=1}^{12} [\alpha_l \beta_l] \cdot [\alpha_l \beta_l] = 
\begin{bmatrix}
1.1968 \cdot 10^6 & 5.0734 \cdot 10^5 \\
5.0734 \cdot 10^5 & 9.5631 \cdot 10^5
\end{bmatrix}
$$

(See (4.7).) The spectral decomposition of the Hessian matrix is

$$
\frac{d^2 f^{(4)}(x)}{dx^2} = 1.597957177610454 \cdot 10^6 \cdot v_1 v_1^T + 5.551633660185665 \cdot 10^5 \cdot v_2 v_2^T
$$

with $v_1 = [-0.78442 \hspace{1cm} -0.62023]^T$ and $v_2 = [0.62023 \hspace{1cm} -0.78442]^T$.

(4.15)

We sent the following program to the solver KNITRO on the NEOS server.

$$
\min f^{(4)}(x) = \sum_{l=1}^{12} (\gamma_l - [\alpha_l \hspace{1cm} \beta_l] \cdot x)^2 + 277581.68300928325 \cdot (1 - x^T x)
$$

s.t. $x^T x \leq 1$, $x \in \mathbb{R}^2$.

with $\alpha_l$, $\beta_l$ and $\gamma_l$ ($l = 1, 2, \ldots, 12$) as in the table at the beginning of this example. The solution is

$$
x = [-0.601645 \hspace{1cm} 0.798764]^T.
$$

$$
x^T x = 1
$$

and $\mu^{(4)} = -0.601645 + 0.798764i$.

$$
\Rightarrow \xi^{(4)} \approx 2.21635
$$

with $\mu^{(4)} = \exp (\xi^{(4)} \cdot i)$. 
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Figure 4.12 shows the graph of the convex function $f^{(4)}(x)$ as in (4.6) and Figure 4.13 its niveau lines. Figure 4.14 shows the modified function $\tilde{f}^{(4)}(x)$ as in (4.14) and Figure 4.15 its niveau lines. For comparison we show the graph of the function $g^{(4)}(\xi)$ as in (2.4) and in (4.2) in the interval $[0, 2\pi]$ in Figure 4.16.

Figure 4.14: The graph of the modified function $\tilde{f}^{(4)}(x)$ as in (4.14) for Example 4.27. The graph of the function $\tilde{f}^{(4)}(x)$ is not curved any more in $v_2$-direction (with $v_2$ as in (4.15)).

Figure 4.15: The niveau lines of the modified function $\tilde{f}^{(4)}(x)$ are parabolas.
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**Example 4.28.** We set $N := 40$, $q := 4$ and drew pseudo-random numbers for the real and imaginary parts of $a_l$ and $b_l$ $(l = 1, 2, \ldots, 40)$.

We computed the Hessian matrix of $f^{(4)}(\vec{x})$ as in (4.6). Its eigenvalue decomposition is

$$
\frac{d^2 f^{(4)}(\vec{x})}{d\vec{x}^2} = 5.748610620006479 \cdot 10^6 \cdot v_1^T v_1^T + 3.064161625161817 \cdot 10^6 \cdot v_2^T v_2^T
$$

with $v_1 = \begin{bmatrix} -0.501848768960128 & 0.864955382140145 \end{bmatrix}^T$ and $v_2 = \begin{bmatrix} -0.864955382140145 & -0.501848768960128 \end{bmatrix}^T$.

We sent the following program to the solver KNITRO on the NEOS server.

$$
\begin{align*}
\min \quad & f^{(4)}(\vec{x}) = \sum_{l=1}^{40} (\gamma_l - [\alpha_l \beta_l] \cdot \vec{x})^2 + 1532080.81258008 \cdot (1 - \vec{x}^T \vec{x}) \\
\text{s.t.} \quad & \vec{x}^T \vec{x} \leq 1, \quad \vec{x} \in \mathbb{R}^2.
\end{align*}
$$

with $\alpha_l$, $\beta_l$ and $\gamma_l$ $(l = 1, 2, \ldots, 40)$ as in (4.1). The solution is

$$
\vec{x} = \begin{bmatrix} 0.778031 & 0.628226 \end{bmatrix}^T.
$$

$$
\Rightarrow \quad \vec{x}^T \vec{x} = 1
$$

and $\mu^{(4)} = 0.778031 + 0.628226i$.

$$
\Rightarrow \quad \xi^{(4)} \approx 0.67927
$$

with $\mu^{(4)} = \exp \left( \xi^{(4)} \cdot i \right)$.
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---

Figure 4.17: The graph of the function \( f^{(4)}(\vec{x}) \) as in (4.6) for Example 4.28. The graph of the function \( f^{(4)}(\vec{x}) \) is curved in each direction in the plane.

---

Figure 4.18: The niveau lines of the function \( f^{(4)}(\vec{x}) \) are ellipses.
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Figure 4.19: The graph of the modified function $\tilde{f}^{(4)}(\tilde{x})$ as in (4.14) for Example 4.28. The graph of the function $\tilde{f}^{(4)}(\tilde{x})$ is not curved anymore in $\tilde{v}_2$-direction (with $\tilde{v}_2$ as in (4.16)).

Figure 4.20: The niveau lines of the modified function $\tilde{f}^{(4)}(\tilde{x})$ are parabolas.
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Figure 4.21: The graph of the function $g^{(4)}(\xi)$ as in (4.2) in the interval $[0, 2\pi]$ for Example 4.28.

4.6 The solution in the case $q = \infty$

For this case we developed a special combinatorial method which was not mentioned in the previous chapter.

The constraints of the minimization problem (4.5) are not convex in general. But we can square them and obtain an equivalent minimization problem (2.4) for the case $q = \infty$.

$$
\begin{align*}
\min r_{jk} \\
\text{s.t. } r_{jk}(x) &\geq \gamma_{l}^{(jk)} - \left[\alpha_{l}^{(jk)} \beta_{l}^{(jk)}\right] \cdot x, \quad l = 1, 2, \ldots, N \\
x^T x &= 1, \quad x \in \mathbb{R}^2 
\end{align*}
$$

(4.17)

with $\alpha_{l}^{(jk)}, \beta_{l}^{(jk)}$ and $\gamma_{l}^{(jk)}$ $(l \in \{1, 2, \ldots, N\})$ as in (4.1). Obviously, $\left(g_{jk}^{(\infty)}(\xi)\right)^2$ is the minimal possible value of $r_{jk}\left(\begin{bmatrix} \cos \xi \\ \sin \xi \end{bmatrix}\right)$. Moreover, the program (4.17) is linear. However, the global minimum lies in the interior of the disk in general. Finding a global minimum over the circle requires more considerations.

Let

$$
S := \left\{ \begin{bmatrix} x \\ r \end{bmatrix} \mid x^T x = 1, \quad r \in \mathbb{R} \right\} \subset \mathbb{R}^3,
$$

$$
F_{l} := \left\{ \begin{bmatrix} x \\ r \end{bmatrix} \mid r = \gamma_{l}^{(jk)} - \left[\alpha_{l}^{(jk)} \beta_{l}^{(jk)}\right] \cdot x \right\} \subset \mathbb{R}^3
$$

and

$$
E_{l} := F_{l} \cap S \subset \mathbb{R}^3, \quad l = 1, 2, \ldots, N,
$$

(4.18)

with $\alpha_{l}^{(jk)}, \beta_{l}^{(jk)}$ and $\gamma_{l}^{(jk)}$, $l \in \{1, 2, \ldots, N\}$, as in (4.1). Obviously, the sets $F_{l}$ are planes, $S$ is the lateral area of a cylinder and the sets $E_{l}$ are ellipses. We introduce some new terms in order to explain our ideas concisely.
Definition 4.29. Given the program (4.17). Let \( S \) and \( E_l \) \((l = 1, 2, \ldots, N)\) be as in (4.18). A point \( y \in S \) is called a **breakpoint**, if it is an intersection point of two ellipses \( E_l, E_m \) with \( l, m \in \{1, 2, \ldots, N\} \) as in (4.18) and \( E_l \cap E_m \neq E_l \).

If \( m \in I_2(j, k) \), then \( y_m \in E_m \) is called the **low point** of the ellipse \( E_m \), if \( y_m \) minimizes the third coordinate \( r \) with respect to \( E_m \). We call a point \( y \in S \) a **white point**, if it is a breakpoint or a low point of one of the \( N \) ellipses.

We say, that a white point \( \tilde{y} = [\tilde{x}, \tilde{r}]^T \in \mathbb{R}^3 \) violates a constraint, if \( \tilde{r} < \gamma^{(jk)}_{\tilde{y}} - \left[ \frac{\alpha^{(jk)}_l}{\beta^{(jk)}_l} \right] \tilde{x} \) for some \( l \in \{1, 2, \ldots, N\} \).

Obviously, a low point \( y_m \in E_m \) is unique with respect to the ellipse \( E_m \).

**Lemma 4.30.** Each white point as in Definition (4.29) can be computed in constant time.

**Proof.** If \( m \in I_2(j, k) \), then

\[
y_m = \begin{bmatrix} 0 \\ 0 \\ \gamma^{(jk)}_m \end{bmatrix} + \frac{1}{\sqrt{(\alpha^{(jk)}_m)^2 + (\beta^{(jk)}_m)^2}} \begin{bmatrix} \alpha^{(jk)}_l \\ \beta^{(jk)}_l \\ \gamma^{(jk)}_m - \gamma^{(jk)}_m \end{bmatrix} \cdot x,
\]

is the low point of the ellipse \( E_m \). Existing breakpoints satisfy the system of equations

\[
\gamma^{(jk)}_l - \left[ \frac{\alpha^{(jk)}_l}{\beta^{(jk)}_l} \right] x = \left[ \frac{\alpha^{(jk)}_m}{\beta^{(jk)}_m} \right] \gamma^{(jk)}_m, \quad x^T x = 1.
\]

We convert the first equation and square it.

\[
\left( \gamma^{(jk)}_l - \gamma^{(jk)}_m \right)^2 + 2 \cdot \left( \gamma^{(jk)}_l - \gamma^{(jk)}_m \right) \left( \alpha^{(jk)}_l - \alpha^{(jk)}_m \right) x_1 + \left( \alpha^{(jk)}_l - \alpha^{(jk)}_m \right)^2 \left( \gamma^{(jk)}_m - \gamma^{(jk)}_m \right)^2 x_1^2 = \left( \frac{\beta^{(jk)}_l}{\beta^{(jk)}_m} \right)^2 x_1^2.
\]

Using \( x_2^2 = 1 - x_1^2 \) we obtain

\[
\frac{\left( \alpha^{(jk)}_l - \alpha^{(jk)}_m \right)^2 + \left( \beta^{(jk)}_l - \beta^{(jk)}_m \right)^2}{\left( \gamma^{(jk)}_m - \gamma^{(jk)}_m \right)^2 - x_1^2} x_1^2 + 2 \cdot \frac{\left( \gamma^{(jk)}_l - \gamma^{(jk)}_m \right)^2}{\left( \gamma^{(jk)}_m - \gamma^{(jk)}_m \right)^2 - x_1^2} x_1 x_1^2 = 0.
\]

We can try to solve this quadratic equation and insert the solution in the first equation of (4.19). If the intersection line of \( F_l \) and \( F_m \) is parallel to \( x_1 \), then that linear equation does not have a unique solution. In this case we can use the analogous quadratic equation for \( x_2 \).
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\[
\left( \alpha_m^{(jk)} - \alpha_m^{(j\bar{k})} \right)^2 + \left( \beta_m^{(jk)} - \beta_m^{(j\bar{k})} \right)^2 + 2 \cdot \left( \gamma_m^{(jk)} - \gamma_m^{(j\bar{k})} \right) \left( \beta_m^{(jk)} - \beta_m^{(j\bar{k})} \right) \cdot x_2 + \left( \gamma_m^{(jk)} - \gamma_m^{(j\bar{k})} \right)^2 - \left( \alpha_m^{(jk)} - \alpha_m^{(j\bar{k})} \right)^2 = 0. \tag{4.21}
\]

Therefore each existing breakpoint or low point can be computed in constant time.

\[\square\]

**Lemma 4.31.** The one-dimensional minimization problem (2.4) with $q = \infty$ can be solved in $O(N^3)$ for one pair of coordinates $(j, k)$ with $I_2(j, k) = \{1, 2, \ldots, N\}$.

**Proof.** The program (4.17) is equivalent to the problem (2.4) for the case $q = \infty$. The first $N$ constraints describe a polyeder $P$ which is bounded by at most $N$ planes $F_l$ as in (4.18). The $(N+1)$-st constraint of (4.17) describes the lateral surface area $S$ of a cylinder, and the planes $F_l$ intersect the area $A$ in ellipses $E_l$ as in (4.18).

Now, let us consider an arbitrary point $\tilde{x} \in \mathbb{R}^2$ on the unit circle. There is a minimal $r(\tilde{x})$ which satisfies the first $N$ constraints of (4.17) and an index $m \in \{1, 2, \ldots, N\}$ such that

\[
\tilde{y} := \left[ \begin{array}{c} \tilde{x} \\ r(\tilde{x}) \end{array} \right] \in E_m \cap P.
\]

If $\tilde{y} = y_m$ is the low point of the ellipse $E_m$ as in Definition 4.29, then the point $\tilde{y}$ is also a global minimum of the program (4.17) because of the first $N$ constraints.

Otherwise, $E_m$ contains a directed arc $L$ from $\tilde{y}$ to the low point $y_m$ as in Definition 4.29 such that the third coordinate decreases strictly monotonically on $L$. The arc $L$ can only leave the polyeder $P$ when it intersects a plane $F_m$ with $m \neq \tilde{m} \in \{1, 2, \ldots, N\}$. Since $\tilde{x}$ has been arbitrary, a global minimum of the program (4.17) can only lie on breakpoints or low points as in Definition 4.29. It is easy to see that two different ellipses in $\mathbb{R}^3$ can intersect in at most two points. Thus there are at most $N + 2 \cdot \binom{N}{2} = N^2$ white points. According to Lemma 4.30 all the white points can be computed in $O(N^2)$. For each white point we must check, whether one of the first $N$ constraints is violated. This needs a runtime of $O(N^3)$. Among the remaining white points, which satisfy all the constraints, we must determine a point with minimal third coordinate $r$. This is possible in $O(N^3)$.

\[\square\]

**Theorem 4.32.** The one-dimensional minimization problem (2.4) with $q = \infty$ can be solved in $O(N^3)$ for one pair of coordinates $(j, k)$.

**Proof.** If $I_2(j, k) = \{1, 2, \ldots, N\}$, then Lemma 4.31 yields the statement.

Now let $m \in \{1, 2, \ldots, N\}$ be an index with $\alpha_m^{(jk)} = \beta_m^{(jk)} = 0$. We use the same method as in the proof of Lemma 4.31 and show that we can choose an arbitrary point $\tilde{y} \in E_m$ instead of the not existing low point of this ellipse. If no global minimum of the program (4.17) lies on the ellipse $E_m$, the choice of $\tilde{y}$ has obviously no effect on the solution. Thus let $\tilde{y} \in E_m$ be a global minimum of the program.

If $\tilde{y} \in E_m$ satisfies all the constraints, then it is also a global minimum, because the third coordinate is constant on $E_m$. Otherwise $\tilde{y} \in E_m$ violates the $m$-th constraint of the program with $m \in \{1, 2, \ldots, N\} \setminus \{m\}$. Thus the ellipse $E_m$ contains at least two breakpoints, because it intersects the ellipse $E_m$. One of these breakpoints which is the nearest one to $\tilde{y} \in E_m$ satisfies all the constraints and is a global minimum, too. This breakpoint is checked because we use the same method as in the proof of Lemma 4.31 using an arbitrary point instead of the not existing low points of some ellipses.

\[\square\]
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Now we are able to construct an algorithm applying the proposed method of Lemma 4.31 and Theorem 4.32. However, our algorithm has some features which shall be explained before.

**Lemma 4.33.** (i) If a low point $y_l$ of some ellipse $E_l$ $(l \in \{1, 2, \ldots, N\})$ violates no constraint, then $y_l$ is a global minimum.

(ii) If $\alpha_m^{(j,k)} = \beta_m^{(j,k)} = 0$ for some $m \in \{1, 2, \ldots, N\}$ and $y_m \in E_m$ violates no constraint, then $y_m$ is a global minimum.

(iii) If \( \left( \alpha_{l}^{(j,k)} - \alpha_{m}^{(j,k)} \right)^2 + \left( \beta_{l}^{(j,k)} - \beta_{m}^{(j,k)} \right)^2 = 0 \), then the planes $F_l$ and $F_m$ are parallel. This means particularly that the ellipses $E_l$ and $E_m$ cannot have an intersection point.

**Proof.** (i) This follows immediately from the definition of the low point.

(ii) If $\alpha_{m}^{(j,k)} = \beta_{m}^{(j,k)} = 0$, then the third coordinate is constant on $E_m$. This means that no point of the feasible polyeder can have a lower value of the third coordinate.

(iii) If \( \left( \alpha_{l}^{(j,k)} - \alpha_{m}^{(j,k)} \right)^2 + \left( \beta_{l}^{(j,k)} - \beta_{m}^{(j,k)} \right)^2 = 0 \), then the gradients of the planes $F_l$ and $F_m$ must be equal.

Our algorithm first sets the current optimal value $r$ to infinity. In the second step it verifies whether one of the low points satisfies all the constraints. If it can find such a low point, then it updates the current optimal value. Moreover, in this case we will be ready according to Lemma 4.33 (i). If a plane $F_l$ has no descent up to a tolerance parameter $\varepsilon$, then we can replace the low point by an arbitrary point of the ellipse $E_l$ according to the proof of Theorem 4.32 and Lemma 4.33 (ii).

The third step must only be executed if the current optimal value $r$ is still infinity after the second step. The algorithm computes the intersection points of all pairs of ellipses which have two intersection points. If one of these points satisfies all the constraints and its third coordinate is lower than the current optimal value $r$, then $r$ is updated.

**Algorithm 4.34.**

**Input:** $N, \alpha_l, \beta_l, \gamma$ $(l = 1, 2, \ldots, N)$ as in (4.1), a tolerance parameter $\varepsilon > 0$.

**Output:** An optimal $\mu(\infty)$ as in (2.4).

1.) Set $r := \infty$. // $r$ is the current optimal value.

2.) For $l := 1$ to $N$ do

   if $(\alpha_l^2 + \beta_l^2 < \varepsilon^2)$ set $y := \begin{bmatrix} 1 \\ 0 \end{bmatrix}^T$. // an arbitrary point on

   else set $y := \frac{1}{\sqrt{\alpha_l^2 + \beta_l^2}} \cdot \begin{bmatrix} \alpha_l \\ \beta_l \end{bmatrix}^T$. // the unit circle

   Set $\tilde{r} := \gamma - \begin{bmatrix} \alpha_l \\ \beta_l \end{bmatrix} \cdot y$. // the low point of $l$-th ellipse

   if $(\tilde{r} < r)$ do

     above := 0. // Better than the current optimal value?

     for $j := 1$ to $N$ do

       if $(\gamma_j - \begin{bmatrix} \alpha_j \\ \beta_j \end{bmatrix} \cdot y > \tilde{r} + \varepsilon)$ do

         above := 1;

       break;

     if (above == 0) // If no constraint is violated,

       set $x := y$ and $r := \tilde{r}$. // then a global minimum is found.

     break; // We are ready, if a low point satisfies all the constraints.

   end do

end if
3.) If \((r = \infty)\) do
   
   for \(j := 1\) to \(N - 1\) do // Otherwise we
   
   for \(k := j + 1\) to \(N\) do // search breakpoints.
   
   \[ h := (\alpha_j - \alpha_k)^2 + (\beta_j - \beta_k)^2; \]
   if \((h < \varepsilon)\) continue; // (Lemma 4.33 (iii))
   
   set \(z_1 := (\gamma_j - \gamma_k) \cdot (\beta_j - \beta_k)\)
   and \(t_1 := (\gamma_k - \gamma_j)^2 - (\alpha_k - \alpha_j)^2; \)
   set \(z_2 := (\gamma_j - \gamma_k) \cdot (\alpha_j - \alpha_k)\)
   and \(t_2 := (\gamma_k - \gamma_j)^2 - (\beta_k - \beta_j)^2; \)
   set \(d_1 := \left(\frac{z_1}{h}\right)^2 - \frac{t_1}{h}; \)
   and \(d_2 := \left(\frac{z_2}{h}\right)^2 - \frac{t_2}{h}; \)
   if \((d_1 > \varepsilon)\) // See Remark 4.35.
   
   set \(s_1 := \frac{z_1}{h} - \sqrt{d_1}; \)
   and \(s_2 := \frac{z_1}{h} + \sqrt{d_1}; \)
   set \(c_1 := \frac{\gamma_k - \gamma_j + (\beta_j - \beta_k) \cdot s_1}{\alpha_k - \alpha_j}\)
   and \(c_2 := \frac{\gamma_k - \gamma_j + (\beta_j - \beta_k) \cdot s_2}{\alpha_k - \alpha_j}; \)

else if \((d_2 > \varepsilon)\) // See Remark 4.35.
   
   set \(c_1 := \frac{z_2}{h} - \sqrt{d_2}; \)
   and \(c_2 := \frac{z_2}{h} + \sqrt{d_2}; \)
   set \(s_1 := \frac{\gamma_k - \gamma_j + (\alpha_j - \alpha_k) \cdot c_1}{\beta_k - \beta_j}\)
   and \(s_2 := \frac{\gamma_k - \gamma_j + (\alpha_j - \alpha_k) \cdot c_2}{\beta_k - \beta_j}; \)

set \(r_1 := \gamma_j - [\alpha_j \beta_j]; \)
and \(r_2 := \gamma_j - [\alpha_j \beta_j]; \)

if \((r_1 < r)\) do // Better than the current
   
   // optimal value?
   
   above := 0.
   for \(l := 1\) to \(N\) do
   
   if \(\left(\gamma_l - [\alpha_l \beta_l]; \begin{bmatrix} c_1 \ s_1 \end{bmatrix} > r_1 + \varepsilon\right)\) do
   
   above := 1;
   break;

if \((above == 0)\)

set \(x := \left[\begin{array}{c} c_1 \\ s_1 \end{array}\right]\) and \(r := r_1. \) // found an

// improvement

if \((r_2 < r)\) do // Better than the current
   
   // optimal value?
   
   above := 0.
   for \(l := 1\) to \(N\) do
   
   if \(\left(\gamma_l - [\alpha_l \beta_l]; \begin{bmatrix} c_2 \ s_2 \end{bmatrix} > r_2 + \varepsilon\right)\) do
   
   above := 1;
   break;

if \((above == 0)\)
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Set \( x := \begin{bmatrix} c_2 \\ r_2 \end{bmatrix} \) and \( r := r_2 \). // found an improvement

**Remark 4.35.** The quadratic equation (4.21) has two real solutions if and only if the discriminant satisfies \( d_1 > 0 \) as well as the the quadratic equation (4.20) has two real solutions if and only if the discriminant satisfies \( d_2 > 0 \).

**Example 4.36.** We implemented Algorithm 4.34 in MATLAB and used \( a \) and \( b \) as in Example 4.27 with computing \( \alpha, \beta \) and \( \gamma \) as in (4.1). We replaced \( q \) by \( \infty \).

The algorithm yields the solution

\[
x = \begin{bmatrix} 0.44412544 & -0.89596462 \end{bmatrix}^T.
\]

\[
x^T x = 1
\]

and \( \mu^{(\infty)} = 0.44412544 - 0.89596462i \).

\[
\Rightarrow \xi^{(\infty)} \approx 5.1725869
\]

with \( \mu^{(\infty)} = \exp \left( \xi^{(\infty)} \cdot i \right) \).

![Figure 4.22: The graph of the function \( g^{(\infty)}(\xi) \) as in (4.2) in the interval \([0, 2\pi]\) for Example 4.36.](image)

The required runtime was \( 2.315238 \cdot 10^{-4} \) seconds for \( N = 12 \). For comparison we show the graph of the function \( g^{(\infty)}(\xi) \) as in (2.4) and in (4.2) in the interval \([0, 2\pi]\) in Figure 4.22.

**Example 4.37.** We used \( a \) and \( b \) as in Example 4.27 with computing \( \alpha, \beta \) and \( \gamma \) as in (4.1). We replaced \( q \) by \( \infty \).

The algorithm yields the solution
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$x = \begin{bmatrix} 0.73848348 & -0.67427156 \end{bmatrix}^T$.

$\implies x^T x = 1$

and $\mu^{(\infty)} = 0.73848348 - 0.67427156 i$.

$\implies \xi^{(\infty)} \approx 5.543207$

with $\mu^{(\infty)} = \exp \left( \xi^{(\infty)} \cdot i \right)$.

Figure 4.23: The graph of the function $g^{(\infty)}(\xi)$ as in (4.2) in the interval $[0, 2\pi]$ for Example 4.37.
5 Conclusions

We treated here the \((\ell_2, \ell_q)\) Procrustes problem with \(p \neq 2\). If \(F = \mathbb{R}\), then we can find efficiently a global minimum for each \(q \in [1, \infty]\).

If \(F = \mathbb{C}\), then we can find efficiently a global minimum for the cases \(q \in \{2, 4, \infty\}\). In the remaining cases we have the choice between speed and precision.

If a fast solution for an \((\ell_p, \ell_q)\) Procrustes problem with \(F = \mathbb{C}\), \(p \neq 2\) and \(q \notin \{2, 4, \infty\}\) is needed, then the SLA is recommendable, because it is very fast and its solution is often a global minimum. If we need a global minimum for such a problem, then we can try to apply the Branch-and-Bound method. Although its runtime can grow exponentially with the input length in the worst case, its measured runtime in our tests was slower than the SLA by a moderate factor only. If the Branch-and-Bound method is requiring too much time for a pair \((j, k)\) of coordinates, then abort it and apply the SLA instead. Remember, we compute \(n^2\) candidates for \(n\) entries of a unitary matrix which is our entire solution. The SLA yields often a global minimum. If it fails to find a global minimum, then with high probability its partial solution has no effect to the entire solution.
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