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Abstract
Bioimpedance spectroscopy is very useful in biomedical field as a safe and non-

invasive technique. A stable and safe excitation current below than 0.5 mA for

load impedances changing from 100 Ω to 10 kΩ in the full β-dispersion range from

kHz up to 1 MHz is a big challenge for the design of the current source addressed

by this thesis. For a good stability and high accuracy, the source should have a

high output impedance.

Different current source types in “current-mode approach” and “voltage-mode ap-

proach” were investigated and compared for usability in bioimpedance measure-

ment systems. The “voltage-mode approach” with grounded load was proven to

be more suitable and stable for biomedical measurements. Thereby the Tietze and

the Howland circuit in dual configuration with negative feedback have shown the

lowest error of the output current and the highest output impedance, where the

improved Howland circuit in dual configuration with negative feedback is preferred

because it has a simple structure, high accuracy and good stability.

We suggest to improve the stability of the Howland circuit in dual configuration

with negative feedback by introducing compensated operational amplifiers and

to reduce stray capacitances at higher frequencies by adding gain compensation

capacitor. We reach thereby an accuracy of 0.5% at low frequency and 0.9% at

1 MHz. With the realized accuracy of the designed voltage controlled current

source, one decisive prerequisite for portable bioimpedance measurement system

is achieved.

In order to select the appropriate excitation signals for short measurement time,

a comparative study of signals and their parameters was carried out. It leads to

the selection of binary chirp signal as a suitable excitation signal due to its short

measurement time about 100 µs, low crest factor lower than 2.8 and an energy

efficiency higher than 54% in a very noisy signal. Simulation results show that the

designed enhanced Howland current source excited by the binary chirp signal has

low error and flatness in the whole range.
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Kurzfassung
Die Bioimpedanzspektroskopie gewinnt aufgrund ihrer besonderen Eigenschaften

als nicht-invasive, schonende Messmethode zunehmend an Bedeutung im biomedi-

zinischen Bereich. Dabei ergeben sich besondere Herausforderungen für den En-

twurf der Stromquelle zur Realisierung eines stabilen und sicheren Anregungsstroms.

Gefordert ist eine hohe Genauigkeit bis zu einem Maximalstrom von 0.5 mA in

einem Frequenzbereich, der der β-Dispersion entspricht, von wenigen kHz bis hin

zu 1 MHz. Die Stabilität muss bei variablen Lastimpedanzen im Bereich von

100 Ω bis 10 kΩ gewährleistet sein. Dafür muss die Stromquelle eine hohe Aus-

gangsimpedanz aufweisen.

Diese Arbeit fokussiert auf den Entwurf von spannungsgesteuerten Stromquellen.

Verschiedene Arten von Stromquellen wurden untersucht und verglichen. Der

"Voltage-Modus-Ansatz" mit Masse-referenzierter Last hat sich als besser geeignet

und stabiler für biomedizinische Messungen erwiesen. Die Tietze-Schaltung und

diese Howland-Schaltung zeigen dabei die niedrigsten Fehler des Ausgangsstroms

und die höchste Ausgangsimpedanz. Im direkten Vergleich besitzt die verbesserte

Howland-Schaltung doch eine einfachere Struktur, höhere Genauigkeit und bessere

Stabilität und wird daher gegenüber der Tietze-Schaltung bevorzugt.

Um weitere Stabilitätsverbesserungen bei der Howland-Schaltung zu erreichen,

werden zwei Maβnahmen vorgeschlagen. Zum einen werden kompensierte Oper-

ationsverstärker eingeführt und zum anderen wird der Einfluss von Streukapaz-

itäten bei hohen Frequenzen minimiert indem die Verstärkung mit Kondensatoren

kompensiert wird. Durch diese Maβnahmen wird eine Genauigkeit von 0.5% bei

niedrigen Frequenzen und 0.9% bei 1 MHz ermöglicht. Mit dem neuen Entwurf

der spannungsgesteuerten Stromquelle ist ein entscheidender Meilenstein für die

Realisierung tragbarer Messsysteme der Bioimpedanz erreicht.

Um eine kurze Messzeit zu realisieren wurde eine vergleichende Studie von An-

regungssignalen und deren Signalparameter durchgeführt. Die Ergebnisse zeigen,

dass binäre Chirp-Signale aufgrund der reduzierten Messzeit, des niedrigen Crest-

Faktors unter 2.8 und hohe Energieeffizienz von mehr als 54% bei hohem Rauschlevel
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besonders geeignet sind. Simulationsergebnisse zeigen, dass die entwickelte Howland-

Stromquelle zusammen mit einem binären Mehrfrequenzsignal den geringsten Am-

plitudenfehler im gesamten Frequenzbereich realisiert.
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1. Introduction

1.1 Motivation

Non-invasive regular patient monitoring in clinical and home environment presents
a high interest of medicine today. Among many non-invasive techniques such
as X-ray, ultrasound, magnetic resonance imaging (MRI), electrical impedance
spectroscopy is gaining importance in the medical field. It performs real-time
measurement and it is suitable for long time observation. This technique relies
on measurements of the complex impedance over a certain frequency range. By
a physical or mathematical modeling, information about biological tissues can be
extracted in form of parameters or state parameters (Figure 1.1).

Device Under Test
(DUT)

IS-experiment

Equivalent circuit

Parameter extraction

Calculation of the measured quantity

Physical modeling

-Interface effects
-Material structure
-Diffusion processes,...

Mathematical methods

- Parameter
- Separation

......

Physical 
Approach

Mathematical 
Approach

U~ (f)

I~ (f)

Figure 1.1: Impedance spectroscopy flow chart [1]

Generally, impedance measurement devices, such as impedance analyzers and LCR
meter are used to perform the measurement. They are performant but they are
bulky, not flexible for clinical environment and relatively expensive. To follow
regularly the patient’s health state and enhance the emergency of medical care,
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healthcare organizations are increasing their reliance on mobile medical devices
for non-invasive personal health and biological tissues monitoring.

The benefits from impedance measurements in medicine and biology are obviously
significant. New applications are continuously under investigation and develop-
ment. Over the last years, interesting new instruments have been introduced
in several medical applications like body composition analysis, implantable pace
maker [2], tissue diagnostic [3], wearable computing [4], ECG monitoring [5], is-
chemia [6], lung edema [7], skin cancer [8] and intramuscular tumor [9].

For medical research and health care, the portable patient monitoring system re-
quires broadband accurate diagnosis and fast measurement, low energy consump-
tion and low cost. The requirements for portable biomedical device are related
directly to the requirements for excitation signals. Hence, the accuracy and com-
pliance of the excitation current can greatly affect the quality and performance of
the measurement results and also the safety of patients, since it is the source of
all calculations.

The focus of this thesis is the design of a high accurate and wideband excitation
subsystem for bioimpedance measurements, which fulfills both requirements for
an accurate measurement for a big range of applications in the biomedical field
and the requirements of patient safety.

1.2 Problem statement

In bioimpedance measurement system, the excitation subsystem includes in gen-
eral the signal generation and a signal source. Because of patient safety, it is
preferable that the generated signal is a voltage forwarded to a voltage controlled
current source. Current sources are critical for the performance of bioimpedance
health monitoring devices and should fulfill both technical and medical require-
ments. For wide use, a high accuracy and wide bandwidth is required. Their
output should be stable and within safe current magnitudes.

To keep the output current stable over the working frequency range independently
of load changes, the output impedance Zout should be maintained much higher
(> 1000) than the load impedance ZLoad, so that the major part of the current is
given to the output and the inner losses of the source are reduced.
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The load impedance does not consist only of the measured tissue but also of elec-
trodes impedances and contact effects. Corresponding to the typical measurement
requirements, it should allow load impedances in the range from 100 Ω to 10 kΩ
and have high output impedance of approximately 10 MΩ at 5 kHz and 1 MΩ
at high frequencies up to 1 MHz without harmonics and influence of stray capac-
itances. The majority of voltage controlled current sources studied in literature
does not fulfill the target output impedance’s requirements.

The aim of this study is to design a stable voltage controlled current source (VCCS)
with a high output impedance in the relevant frequency and impedance range for
bioimpedance measurement. By studying the complex impedance of biological
tissues as provided in section 2.3, the relevant frequency range is from kHz to
MHz and the load impedance ZLoad can be between 100 Ω and 10 kΩ. The output
impedance Zout should be 10 MΩ at 5 kHz and 1 MΩ at 1 MHz as will be explained
in chapter 2.

For that, different structures of voltage controlled current source need to be in-
vestigated with the option to provide a novel design including both a suitable
structure and a suitable configuration of its elements.

The classical approach consists of exciting the voltage controlled current source
with a series of single sine measurements over the frequency range of interest. It
has a high energy efficiency and high accuracy but it demands a long measurement
time. This is why, in a first phase, the designed voltage controlled current source is
excited by the sine wave signal. In the second phase, different periodic excitation
signals are classified and optimized based on a comparative study of the energy
efficiency, the power spectral density and the crest factor with and without noise.
The aim is to choose a suitable excitation signal having high energy efficiency, real
time response and a simple generation.

1.3 Thesis overview

The thesis is structured in five chapters (Figure 1.2). In chapter 2, the biological
tissue monitoring procedure is described using impedance spectroscopy and the
specifications of bioimpedance measurement systems are expounded. Especially,
the requirements for the current source are analyzed.
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In chapter 3, a literature review of voltage controlled current sources in current-
mode and voltage-mode approaches are presented, classified and explained. They
are analyzed and compared b their output impedance and usability for bioimpedance
measurement devices.

Chapter 4 focuses on VCCS in voltage-mode approach especially for grounded
loads. For this, different variations of Tietze and Howland topologies are described
and compared considering their output current and output impedance in order to
choose the suitable configuration. The chosen configurations are simulated in order
to define the suitable circuit element values and to analyze their influence.

In chapter 5, in pursuance of improving the stability of the output current at high
frequencies up to 1 MHz, methods eliminating the influence of stray capacitances
are expounded and the external compensation is proposed. Experimental inves-
tigations are carried out and results concerning voltage controlled current source
are discussed.

In chapter 6, the selection of the suitable excitation signal is described for a
portable impedance measurement system. It is based on the simulations of the
signal while respecting the constraints of the system and ensuring the safety of
the patient.
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Figure 1.2: Thesis overview
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2. Theoretical background

In clinical environments, invasive and non-invasive techniques e.g. nuclear mag-
netic resonance and X-ray measurements are often used for diseases detection.
These techniques need a complex hardware with high costs, but are very accurate
and useful [10]. Hence, they are not suitable for real time patient monitoring,
where the state of the patient should be continuously monitored over a long time
to pursue the development of a disease or the reaction on a certain treatment.
A subject of interest of several researchers in the medical field is therefore the
online pathological tissues states monitoring and real time data analysis using
portable devices. Several studies have been conducted on the potential of elec-
trical bioimpedance spectroscopy [8] [9]. This technique is non-invasive, cost effi-
cient,easy to realize as a portable device and allows long-term measurements.
This chapter is an overview of the specifications of a portable device based on
impedance spectroscopy given with emphasis on the excitation subsystem for per-
sonal health and biological tissues monitoring.

2.1 Biological tissues monitoring using impedance
spectroscopy

Impedance spectroscopy is an effective method for biological tissues monitoring.
It is based on the injection of an AC electrical signal with constant amplitude
on the tissue under test by electrodes and the measurement of its impedance at
different frequencies [11].
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2. Theoretical background

Figure 2.1: Flow diagram of biological tissues monitoring based on impedance
spectroscopy

The measured impedances in the frequency range of interest are modeled by equiv-
alent circuits in order to characterize the state of biological tissue under test (Fig-
ure 2.1). In the following sections, the four basic steps of biological tissues moni-
toring are explained.

2.1.1 Tissue-electrode interface

For bioimpedance measurements, the biological tissue is excited and the difference
of potential is measured. In general, systems can use two electrodes (bipolar)
or four electrodes (tetrapolar). In case of bipolar electrodes, the injected sig-
nal and the sensed signal use the same electrodes. In this case, the measured
impedance Zmeas is the combination of the biological tissue’s impedance Ztissue
and the impedance of cables and electrodes-tissue contact impedance defined as
Zelectrode−tissue (Figure 2.2). Hence, the measured impedance is not accurately
measured and includes a bias impedance.
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2. Theoretical background

Figure 2.2: Bipolar electrode configuration [9]

To avoid the undesirable bias impedance, a four-electrode method can be used
especially when measuring low impedance Tissues Under Test (TUT) [12] [13]. For
this method, an excitation signal is injected via two electrodes and the dropped
signal is measured via two other electrodes.

Figure 2.3: Tetrapolar electrodes configuration [9]

The measured signal is not including the electrode-tissue impedance and the cable
impedance because of a high ohmic input of the measurement device. Even if
these impedances are existing; they don’t influence the measurement, because the
flowing current to the measurement device is almost zero (Figure 2.3).
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2. Theoretical background

This is why; most impedance measurements for biological tissues use the four-
electrode method that overcomes the influence of the additional impedance be-
tween electrodes and tissues [14]. However, the four-electrode method is not
enough accurate especially at high frequency in the presence of parasitic impedances
[15].

2.1.2 Impedance spectroscopy measurement

For the impedance measurement, there are basic techniques such as the bridge
method [16], the analog and digital quadrature demodulation method [15] [17]
and the magnitude ratio and phase difference detection. The bridge method and
the quadrature demodulation method are not suitable for the design of portable
bioimpedance spectrometer because of high costs, time requirements and power
consumption. The magnitude ratio and phase difference detection [18] is the most
used technique for impedance measurement because of its rapidity in measurement
and simplicity in the design.

Figure 2.4: Block diagram of biomedical measurement system using four-
electrode method [19]

By measuring the magnitude and phase of a biological tissue (Figure 2.4),bioim-
pedance spectroscopy method retrieves information regarding the electrical prop-
erties of tissues and organs [20].
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2. Theoretical background

2.1.3 Modeling

The impedance spectrum includes information about the electrical properties of
biological tissue in the frequency range of interest [21]. At low frequencies, the
impedance of the biological tissue is almost resistive equal to the impedance of
the extracellular fluid because the injected signal flows only through it. Whilst at
high frequencies, the impedance of the biological tissue is decreasing because the
injected signal flows in both extracellular and intracellular fluids [22]. Therefore,
the impedance spectrum can be converted to an equivalent circuit to extract the
indicator parameters for the tissue condition.

(a)

(b)

Figure 2.5: Tissue modeled as basic electronic circuit [23]

The cell’s membrane, extracellular and intracellular fluids are represented respec-
tively by a capacitor Cc, resistors re and ri (Figure 2.5). Hence, variations of these
parameters lead to the survey of the state of tissue under test and the monitoring
of its pathological condition.
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2. Theoretical background

2.1.4 Characterization

Bioimpedance spectroscopy can be used for characterization for the whole body
or for biological tissues. For the whole body, different aspects can be character-
ized, where the body fat analysis is the most known application. The principle is
implemented today in the classical balances, where the impedance of the body is
measured via electrodes at the feet. The bioimpedance is generally measured in
this case at a frequency of 50 kHz. The evaluation of the body fat content esti-
mated by the body mass index (BMI) which is carried out by means of statistic
formulas 2.1 and 2.2.

Child body fat% = (1.51×BMI)− (0.70× Age)− (3.6× sex) + 1.4 (2.1)

Adult body fat% = (1.20×BMI) + (0.23× Age)− (10.8× sex)− 5.4 (2.2)

From a big number of applications of whole body bioimpedance, we can mention
the bioimpedance cardiography where the electrical properties of the thorax are
monitored via its impedance variations [24].

Figure 2.6: Whole body impedance plot of patient during the course of five
days [25]

12
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Beckman presented in [25] some measurements on the patient’s whole body imp-
edance during five days and collected a database to facilitate the monitoring of
the state of the patient suffering from lung edema. This disease causes a body
weight loss. For that, the body weight is monitored by the measurement of the
whole body impedance (Figure 2.6). In the first day, the small impedance around
400 Ω points out the presence of a large amount of water in the body. Figure 2.6
shows the increase of the impedance within the measurement’s duration of five
days. This is a sign of water losses in the body which implies that the patient
losses weight.

At tissue level, bioimpedance enables to analyze physiological variations. These
can provide information about the general state of a muscle and also character-
ize some diseases like tumors, meningitis and brain cellular edema. Researchers
conducted EIS studies in vivo for human tissues such as in bladder, stomach, and
breast [26]. The impedance’s variation of a biological tissue in normal or cancerous
state at low or high frequencies is the diagnosis key point. Therefore, in order to
detect any disease in an early phase and diagnose it, a database of the impedance
spectra of normal and pathological tissues is required.

Figure 2.7: Impedance amplitude in breast tissue sample [27]

Marinova showed in [27] showed that the impedance variation between normal and
tumor tissues has high values from 1 kHz to 100 kHz at low frequencies and from
1 MHz to 10 MHz at high frequencies (Figure 2.7).
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2.2 Systems specifications for bioimpedance mea-
surement

Impedance spectra are generally measured using a certain excitation signal’s am-
plitude, a working frequency range and an approximate impedance range. These
parameters should be in general defined in a suitable way to fulfill the require-
ments for impedance measurement as linear system identification method and to
ensure the patient safety for application in medical sector.

The aim of this section is to define the general specifications for system design
of a bioimpedance spectrometer which can be used for a big range of scenarios
and applications in bioimpedance field. The focus thereby is the most physiologi-
cal effects related to cell membranes and tissue properties.

2.2.1 Frequency range

For biological systems, dispersions can be classified from low to high frequencies
to three categories which are α, β, and γ. The α-dispersion, from mHz to kHz,
infers to ionic diffusion processes at site of cellular membrane.

Table 2.1: Electrical dispersions of biological matter [28]

Contributing biomaterial element
Dispersions
α β γ

Water & electrolytes x

Biological
macromolecules

Amino acids x x
Proteins x x
Nucleic acid x x x

Vesicles
Surface charged x x
Non-surface charged x

Cells with membrane

Fluids free of protein x
Tubular system x x
Surface charge x x
Membrane relaxation x x
Organelles x x
Protein x x
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The β-dispersion, from kHz to MHz, is associated with polarization of cellular
membranes. The γ-dispersion, up to GHz, infers to polarization of water molecules
within the biological tissues [28].

Table 2.1 shows that the β-dispersion includes most of physiological variables
in the biological tissues. Within this dispersion, the pathological states can be
controlled by the high impedance variations [20]. Therefore, for investigation of
tissue’s electrical properties and separation of different effects in the impedance
spectrum, the typically used frequency range is from 5 kHz up to 1 MHz corre-
sponding to the β-dispersion [29] [30].

2.2.2 Impedance range

Impedance range is in general changing dependently on the tissue’s type and tissue
state. Table 2.2 shows different impedance ranges. According to [31], the high
frequency impedance of the skin at 1 MHz varies from 100 Ω to 400 Ω, whereas
low-frequency impedance at 5 kHz varies from 5 kΩ to 10 kΩ. In this case, the
impedance is decreasing when the frequency is increasing.

Breast tissue [27] impedance is in normal state higher than its impedance in can-
cerous state. The impedance range of normal tissue from 1 kHz to 1 MHz is
between 1 kΩ and 580 Ω. Whereas the impedance range of a cancerous tissue is
between 610 Ω and 400 Ω. The impedance variation is of a great importance in
low frequencies from 1 kHz to 10 kHz.

For the whole body and thoracic impedance measurement, Beckmann showed
in [25] that from the first to fifth day, the impedance is increasing in both low
frequencies at 10 kHz and high frequencies at 1 MHz. Thoracic impedance remains
a special case and is hard to monitor because the impedance variation is too small
about 5 Ω. Rigaud presented in [32] the impedance of different biological tissues
from low frequencies to high frequencies is decreasing from 720 Ω to 100 Ω.

In a nutshell, the impedance range of different biological tissues is changing from
10 kΩ to 100 Ω when increasing the frequency from 1 kHz to 1 MHz.
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Table 2.2: Impedance range of different biological tissues

Reference
Tissue
type

Impedance (Ω)
1

kHz
10
kHz

100
kHz

1
MHz

Rosell Skin 5 000 - 10 000 800 - 5 000 200 - 900 100 - 400
Marinova Breast

(Normal)
1 000 800 600 580

Breast
(Cancerous)

610 595 580 400

Rigaud Liver 530 480 380 210
Lung 400 350 280 200
Spleen 600 550 480 280
Intestine 120 110 100 100
Muscle I 390 350 200 120
Muscle II 720 600 300 120

Beckmann Whole body
(Day 1)

450 350

Whole body
(Day 5)

572 431

Thoracic
(Day 1)

33 22

Thoracic
(Day 5)

38 25

2.2.3 Excitation signal’s amplitude range

The excitation signal for biological tissues could be in general a voltage or current.
With regard to patient safety, it is preferable to avoid the influence of voltage
source degradation, contact impedance between the electrode and the tissue [33]
and high currents through the tissue due to the temperature-dependence of tissue
electrical conductivity [34]. Therefore, the injection of a current is preferred in
biomedical applications. Specifically, the injection of an alternating current (AC)
is safer than a direct current (DC), due to the heterogeneous aspect including
resistive and capacitive elements of the biological tissue.
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The magnitude of the AC-current should be well selected because of system lin-
earity and because it is one of factors that are related to the danger of electrical
shock. At low frequencies at 5 kHz, between 0.1 and 0.5 mA, no influence on the
human body is detected, independent of the duration of the current flow.
From 0.5 mA to 500 mA, currents are progressively quite painful and can result in
muscular contractions and difficulties in breathing. Up to 1 A, currents can lead
to cardiac arrest and severe burns [35].

Figure 2.8: Permissible current through extracted body from standard
EN60601

To avoid harmful risks (burning tissue, freezing muscles, fibrillating heart and
cardiac arrest) and maintain the medical requirements, the current should be
below the perception threshold (0.5 mA) at 5 kHz [33] imposed by the standard
EN-60601 (Figure 2.8). The perception threshold increases when the frequency
increases following the equation 2.3 where the current is in rms value and the
frequency in Hz [34] [36].

Imax = 10−7f (2.3)

2.3 Current excitation subsystem requirements

The accuracy and compliance of the excitation subsystem can significantly affect
the quality of the measurement results and also the safety of patients, since it is the
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basis for measurement and signal processing. Ensuring the safety of patients makes
the choice of safe current excitation over a wide-band frequency range especially
critical. Therefore, it is essential to have awareness of the excitation subsystem’s
design of the bioimpedance health monitoring device.

For patient safety, it is preferable that the output signal is delivered to biological
tissue by a current source, which fulfills both technical and safety requirements.
Therefore, the excitation subsystem consists of the generation of the excitation
signal and a voltage controlled current source, in the case of a current excitation.

2.3.1 Quality factors of excitation signals

For the generation of an excitation signal, the selection of the excitation is an
important phase in the design of portable biomedical measurement system given
the fact that a suitable signal enables better data collection within a given time
frame. The low crest factor, short measurement time, low average power and high
energy efficiency are the requirements for the design of a wearable bioimpedance
spectroscopy device.

There are various excitation signals that can be applied in the EIS measurement;
each one has its own features in the time and frequency domain. In order to select
the appropriate signal that fits the given application, different signal quality met-
rics are used. The most important parameters in time domain are the crest factor
(CF) and the time factor (TF). Gibbs phenomenon, spectral leakage and Picket
Hence effect, should be also considered.

2.3.1.1 Crest Factor

The crest factor of an excitation signal u(t) is defined as the ratio of the pick value
of the signal to its Effective Root Mean Square value (RMSe) in the frequency
band of interest [37] given by the equation 2.4.

CF (u(t)) = Upeak
URMSe

= t ∈ [0, T ]max | u(t) |√
1
T

∫ T
0 u2(t) Pi

PT

(2.4)
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T denotes the measurement time, Pi is the power focused on the frequency band
of interest and PT is the total power of the excitation signal u.

This metric reflects the compactness of the signal and measures how much power
is injected into the system under test. Low crest factor is required to provide
more energy injection resulting in maximal SNR with keeping limited excitation
amplitude, necessary to maintain the linear behaviour of the system under test.

2.3.1.2 Time Factor

The time factor of the signal is defined as the ratio of the relative measurement
time to the frequency line (equation 2.5).

Tf(u) = T

F
= max 0.5Cr2(u(t))U

2
RMSE

|U(k)|2 (2.5)

Where: T is the required measurement time and URMSe is the Effective Root Mean
Square value and defined as show in equation 2.6.

U2
RMSE =

F∑
k=1

|U(k)|2
F

(2.6)

k ∈ F with F is the number of frequencies in frequency band of interest

It describes the signal’s power distribution over the frequencies [38] and shows
the required time per frequency line necessary to achieve maximal SNR. Hence,
this factor should be maintained as low as possible.

2.3.1.3 Gibbs phenomenon

The Gibbs phenomenon occurs by approximating discontinuous functions with a
partial finite number of terms from Fourier series. It is detected when the nth

component of Fourier series has large oscillation results in an overshoot. This
phenomenon is mainly illustrated in periodic waves [39].
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2.3.1.4 Spectral leakage

One of the most Fast Fourier Transform algorithm limitations is the leakage effect,
which occurs if the time record of the periodic signal is a non-integer number of
cycles or if aperiodic signals are considered, as it produces discontinuities at the
end of the measurement time. This phenomenon leads to loss of energy of the
desired signal component in addition to the difficulties of the detection of the
signal behavior [40].

There are two solutions to be taken into consideration to reduce this issue. One
of them is averaging a high number of measurement times. The other one consists
on applying appropriate windowing functions [41].

Figure 2.9: Shapes of different windows

Figure 2.9 presents comparative plots of frequently used window functions (rect-
angular, Hann, Hamming, Blackman, flat top windows) having the same length
(e.g. 1000 samples).

Figure 2.10 shows the effect of applying these window functions on the sine signal.
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(a)

(b)

Figure 2.10: Effects of different window functions on the sine signal:
(a)Hann and Hamming windows (b)Blackman and flat top windows

2.3.1.5 Picket Hence effect

The Discrete Fourier Transform spectrum represents the spectral level in each
discrete frequencies component. The spectrum of the analyzed signal may contain
peaks that do not correspond to the represented frequencies. This phenomenon is
called picket hence effect. To minimize this problem, an increase of the spectrum’s
resolution is recommended. For this purpose, zero padding technique (Figure 2.11)
is used to increase the measurement time synthetically and increase frequency
resolution [42].
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Figure 2.11: Length of the sequence before and after applying the zero padding
technique

2.3.1.6 Signal to noise ratio (SNR)

In order to describe the quality of a signal and to evaluate the sensitivity of the
measurement process to disturbing noise, the signal to noise ratio is defined as the
ratio of signal power to the noise power (equation 2.7)

SNR = 10 log(Psignal
Pnoise

) (2.7)

2.3.1.7 Sources of noise

Noise is unwanted and disruptive signals that occur during the measurement pro-
cess which may results in a poor accuracy of measurement. Many classes of noise
exist and they vary from a system to another. In bio-impedance spectroscopy
devices we can classify noise to two types: the first one is caused by noise coming
from electronic system and the second is due to ADC quantization.

• Electronic noise: Numerous electronics noise can appear in the circuit. The most
known one is the thermal noise called Johnson noise caused by any resistor set at
non-zero temperature. It is characterized by a white power density spectrum and
its voltage noise is defined by equation 2.8.

Vn =
√

4KTBR (2.8)

Where R is the resistance, K is the Boltzman constant, B denotes the bandwidth
and T is the temperature.
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In addition, a crosstalk from channel of transmission power can greatly distort
the impedance signal [43]. Moreover, the external disturbances and deterioration
of the behavior of electronic circuit can be considered as one factor of the mal-
function of the measurement system [44].

• Quantization noise: The ADC noise is considered as an important limitation
source when broadband signal is digitized using a b-bit A/D. In this case, the
SNR is given by equation 2.9.

SNR = 6.02b+ 1.67− 20log10(CF√
2

) (2.9)

In addition to that, the instability of the sampling clock can be introduced when
conversion from analogue to digital data or inversely is occurred. This leads to
produce jitter noise which follows a Gaussian distribution. The SNR based only
on jitter is given by equation 2.10.

SNR = 20 log10(2πftjitter) (2.10)

2.3.1.8 Energy efficiency

The total energy of the signal dissipated over 1 kΩ resistor is given by equa-
tion 2.11.

E = lim
T→∞

∫ T

−T
|x(t)|2 dt (2.11)

The time average power of a signal dissipated over 1 kΩ resistor is defined by
equation 2.12.

P = lim
T→∞

1
2T

∫ T

−T
|x(t)|2 dt (2.12)

The energy efficiency δE [45] is defined as the ratio of the energy focused on the
desired bandwidth Bexc to the total bandwidth (eqation 2.13).
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δE = Eexc
Etot

(2.13)

Where:

Eexc and Etot are respectively the energy concentrated in the desired frequency
range and the total energy.

In general the energy efficiency [46] can be developed from the results of FFT-
processing as shown in equation 2.14.

δE =
∑Nfin
i=N0 |X(fi)|2∑Nmax−1

i=N0 |X(fi)|2
(2.14)

where |X(fi)| is the value of the magnitude spectrum at the ith frequency bin,
N0 and Nfin are the numbers of frequency bins, corresponding respectively to the
initial frequency f0 and the last frequency ffin , and Nmax is the total number of
frequency bins.

2.3.1.9 Power spectral density

To describe the behavior of input signal in frequency domain, a plot of its power
spectral density (PSD) is suggested. This latter can be developed in two ways:

∗ The power spectral density (PSD) of a voltage signal associated with 1 Ω re-
sistance is mathematically related to the autocorrelation function by the Fourier
transforms expressed in [47] by equation 2.15.

Sx(f) =
∫ ∞
−∞

Rx(τ)e−i2πfτ dτ (2.15)

The autocorrelation function can be derived from the PSD by the inverse time
Fourier transforms (equation 2.16).

Rx(τ) = F−1(Sx(f)) =
∫ ∞
−∞

Sx(f)e−i2πfτ dτ (2.16)
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This relation between the time domain (correlation function, Rx(τ)) and the fre-
quency domain (spectral density, S(f)) is called Einstein-Wiener-Khinchin theo-
rem.

The expected power in a voltage signal across a unit resistor is given by equa-
tion 2.17.

E[x2(t)] = Rx(0) = 1
2π

∫ ∞
−∞

Sx(jω) dω =
∫ ∞
−∞

Sx(f) df (2.17)

∗ A second definition of PSD can be developed as shown in equation 2.18.

Sx(jω) = lim
T→∞

1
2T

∫ T

−T
E[|X(jω)2|] (2.18)

For that, we define X(jω) as the Fourier transform of the signal x(t).

There are two main approaches of power spectrum estimation: parametric and
non-parametric methods. The non-parametric approach is directly related to the
second definition and doesn’t rely on data model. However, the parametric method
assumes that the signal is characterized by a model and then permits the estima-
tion of its parameter.

The parametric approaches, can be used only when there is enough information
about the signal under study, which allows a better formulation of a model. There-
fore, in our research we will focus on non-parametric techniques. Table 2.3 illus-
trates a description of some non-parametric methods.
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Table 2.3: Non-parametric method description [47]

Non-parametric
method

Features

Periodogram - Estimated PSD is defined by equation
Ŝ(f) = N ∗ |X(f)|2

Fs
; (N: Number of samples, Fs:

Sampling rate and | X(f) |: Fourier transforms
of x (t)).
- Simple to compute.
- High resolution for long data length.
- Poor spectral estimator as it has high variance.
- Useful when there is a high SNR.

Modified-
Periodogram

Welsh’s
method

- Averaging the PSD after dividing the time series
data into M overlapped segments.
- Reduces the large fluctuation of the Periodogram.
- Useful in case of low SNR

Barlett’s
method

- Averaging the Periodogram after dividing
the time record in M non-overlapped segments
- High resolution
- Large leakage
- Relatively large variance

Blackman
Tukey

- Applying window to correlation function

- Minimizes the variance of the estimator
Multitaper
Method

- Filtering a length signal L through a filter
bank (a set of filters in parallel) of LFIR
band pass filters. Computing the Periodogram
of the power of each filtered signal
- Useful for long data length

We remark that the Periodogram is used later in the PSD estimation as it com-
bines both simplicity of computation and high resolution for long data length that
characterize signals under study.

One of the most frequently applied techniques in impedance spectrum measure-
ment is based on the sine wave signal.
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2.3.2 Voltage controlled current source

The voltage controlled current source plays an important role to ensure a safe and
stable current injected on a human body and biological tissues. It is a challenge
to generate an AC-current with a constant amplitude in a wide frequency range
from low frequencies up to 1 MHz. The aspects considered in the circuit analysis
of the current excitation are: Output impedance, output current and operational
amplifier characteristics.

The function of voltage controlled current source (VCCS) is to generate a current
I2 that is independent on the voltage V2 and is determined only by the control volt-
age V1 [48]. In practice, the voltage controlled current source has the equivalent
circuit given in Figure 2.12.

Figure 2.12: Low frequency equivalent circuit of real voltage controlled current
source [48]

Its transfer characteristics are:

I1 = 1
ri
Vi + 0× V2 (2.19)

I2 = gm × V1 −
1
r0
V2 (2.20)

where ri, r0 and gm are respectively the input resistance, output resistance and
mutual conductance or transconductance. For infinite output resistance (r0=∞),
ideal voltage controlled current source is obtained. It generates a controlled output
current I2 proportional to a controlling input voltage V1 (equation 2.21).
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I2 = gm × V1 (2.21)

In real implementation, voltage controlled current sources have neither stable cur-
rent amplitude nor high output impedance in the frequency range of interest. This
is due to the presence of stray capacitances and the non-ideal characteristics of
the amplifiers especially at high frequencies.

For a current source requiring ”b”-bits accuracy, its resolution is equal to:

|ILoadmin − ILoadmax| 6
Iout
2b (2.22)

Therefore the output impedance Zout (Figure 2.13) should be larger than:

|Zout| > 2b × |ZLoadmax − ZLoadmin| (2.23)

For biological tissues, the high frequency impedance at 1 MHz varies from 100 Ω
to 1 kΩ, whereas low-frequency impedance at 5 kHz varies from 2 kΩ to 10 kΩ
[31].

Table 2.4: Output impedance depending on current source’s accuracy

Accuracy (bits) Frequency (kHz) Load (kΩ) Output impedance (kΩ)

10
5 2 – 10 8 192
1000 0.1 – 1 921.6

11
5 2 – 10 16 384
1000 0.1 – 1 1 843.2

12
5 2 – 10 32 768
1000 0.1 – 1 3 686.4

13
5 2 – 10 65 536
1000 0.1 – 1 7 372.8

14
5 2 – 10 131 072
1000 0.1 – 1 14 745.6

At the frequency range of interest from 5 kHz to 1 MHz (Table 2.4), the output
impedance must be larger than 8.19 MΩ and then 921.6 kΩ, respectively (Equation
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2.8). Therefore, the aim in this thesis is to design a voltage controlled current
source with a high output impedance Zout of approximately 10 MΩ at 5 kHz and
1 MΩ at 1 MHz when changing the load ZLoad from 100 Ω to 10 kΩ. Figure 2.13
depicts the Norton equivalent circuit of ideal current source.

Figure 2.13: Norton equivalent circuit of ideal current source

The larger Zout the smaller influence ZLoad has. When Zout is infinite, ILoad is a
constant, which is independent of ZLoad.

ILoad = Zout

Zout + ZLoad

Iout (2.24)

For the minimum load impedance ZLoadmin = 100 Ω, the miminum load current is
equal to ILoadmin = 149.98 µA. Then the error for the minimum load is as follows:

ε = Iout − ILoadmin
Iout

= 0.013% (2.25)

For the maximum load impedance ZLoadmax = 10 kΩ, the maxinum load current
is equal to ILoadmax = 149.85 µA (Table 2.5). Then the error for the maximum
load is the following:

ε = Iout − ILoadmax
Iout

= 0.1% (2.26)
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Table 2.5: Output current errors at high and low frequency

Frequency
(kHz)

Load
(kΩ)

Output current
(µA)

Output impedance
(kΩ)

Load current
(µA)

Error
(%)

5 10.00 150 10000 149.98 0.013
1000 0.10 1 000 149.85 0.100

In experiment conditions, we have |ZLoad| � |Zout|. Thus, we can write:

ILoad
Iout

= 1
1 + ZLoad

Zout

= 1− ZLoad

Zout

+ o(ZLoad

Zout

)2 (2.27)

Then the relative error can be expressed by:

ε = ILoad − Iout
Iout

∼= |
ZLoad

Zout

| ≤ |ZLoadmax

Zout

| = 10kΩ
10MΩ = 10−3 = 0.1% (2.28)

For an output impedance between 1 MΩ and 10 MΩ, the error of the output current
must be therefore lower than 0.10%. In the next chapter, a detailed literature
review is expounded and analyzed about the types of voltage controlled current
source.
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for bioimpedance measurement

Voltage controlled current sources (VCCS) for impedance measurements can be
classified in two big classes which are the so called the voltage-mode approach
and the current-mode approach (Figure 3.1). The main difference between both
classes of current sources is the fact that the output is a true current source, in the
case of the current-mode approach. In case of the voltage-mode approach, the cur-
rent is generated in the feedback of an inverting amplifier due to the virtual ground.

The type of the load is decisive in the case of the voltage-mode. The voltage-
mode approach can be classified in both floating load or grounded load. For the
grounded load, Howland and Tietze are the main representatives, while the so
called “load in the loop” approach is suitable for the floating load type.

The aim of this chapter is to describe the typical current sources in both current-
mode and voltage-mode, and evaluate them considering their advantages and lim-
itations for usability in bioimpedance measurement systems.

Figure 3.1: Classification of different approaches for voltage controlled current
sources [49]
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3.1 VCCS in current mode approach

In the current-mode approach, the output signal current is generated by a true
current source and not by a voltage transformed to a current, like in the case
of the VCCS in voltage mode described in the next section. This is the case of
the current sources e.g. based on operational transconductance amplifier, supply
current sensing and current conveyors [50] which can realize a current source with
a sufficiently high output resistance able to provide a stable supply.

3.1.1 Operational transconductance amplifier

An Operational Transconductance Amplifier (OTA), implemented in the CMOS
or bipolar technology, converts the voltage differential inputs (Vin+ ,Vin−) into an
output current Iout. Its ideal transfer characteristic is expressed as follows:

Iout = gm(Vin+ − Vin−) (3.1)

where gm is an adjustable transconductance controlled by the input bias current
Ibias and an auxiliary current Iabc (Figure 3.2).

Figure 3.2: Operational transconductance amplifier schematic [51]

Different operational transconductance amplifiers are commercially available such
as the CA3080, which is the simplest one. It consists of only the source coupled

32



3. State of the art of current excitation

differential pair [51] and current mirrors biasing the input transistors and generat-
ing the output current. In Table 3.1, an overview of commercially available OTAs
and their output current are given.

Table 3.1: Selected commercial operational transconductance amplifiers

Transconductance amplifier
Output current (µA)
Min Max

CA3080/CA3280 350 650
NE5517 350 650
LM13600/LM13700 350 650
OPA660 10000 15000
LT1228 25000 125000
MAX435/436 -15000 15000

None of the presented commercial operational transconductance amplifiers except
MAX435/436 corresponds to the requirements of the output current’s amplitude
for personal health monitoring. Their output currents are more than the desired
injected peak-to-peak (500 µA) at 5 kHz. For MAX435/436, it is no more recom-
mended for new designs circuits.

The main drawback of OTA is that the output current is linear to the input
voltage only in a limited operation range [52].

Therefore, different non-commercial operational transconductance amplifiers were
designed with stable output current’s amplitude corresponding to the medical re-
quirements in definite wide frequency range. For a stable output current, current
source should have high output impedance in the whole working frequency range.
As mentioned in the previous chapter, an output impedance of 10 MΩ and 1 MΩ
at respectively 10 kHz and 1 MHz is required for bioimpedance applications.

Hong proposed in [53] an architecture which consists of two OTA without cas-
cade circuit (Architecture 1) (Table 3.2). This architecture is an adaptively biased
differential pair using two transistor squaring circuits [51]. The output impedance
is constant at low and high frequencies with 3.1 kΩ. In order to maximize the
output impedance, the first architecture is connected to a cascade circuit (Archi-
tecture 2). At a high frequency (1 MHz) and a low frequency (5 kHz), the output
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impedance is increased and is equal respectively to 40 kΩ and 2 MΩ. By adding
a resistor between the inputs in the first architecture (Architecture 3), the output
impedance increases and reached 5 MΩ at 5 kHz and around 200 kΩ at 1 MHz.

Table 3.2: Implemented operational transconductance amplifiers

Reference OTA based voltage controlled current
source

Output impedance
(kΩ)

5 kHz 1 MHz

Hong [53]
Architecture 2 2000 40
Architecture 1 3.1 3.1
Architecture 3 5000 157

Filho [36]
Current conveyor (CCII) 70800 2800
Class-AB OTA 70800 2800
Class-A OTA 2800 695.5

Hong [54]
Two-stage OTA with negative feedback
loop

13000 1000

Fihlo implemented in [36] a class-A and a class-AB operational transconductance
amplifier. The designed class-A OTA circuit has an output impedance equal to
2.8 MΩ at 5 kHz and around 700 kΩ at 1 MHz. The designed class-AB OTA
circuit reaches an output impedance of 70.8 MΩ at a low frequency (5 kHz) and
decreases to approximately 2.8 MΩ at a high frequency (1 MHz).

Hong proposed in [54] two-stage OTA with negative feedback loop by including a
sense resistor. This structure reached 1 MΩ at 1 MHz and 13 MΩ at 5 kHz. For
a stable and precise transconductance, a precise sense resistor is required. As a
conclusion, the drawback of this implementation is that the output impedance is
dependent on the transconductance. The higher the transconductance the higher
the output impedance is. In this way, a complex hardware is obtained. Further-
more, in experiments, the mismatch between transistors and voltage limitations
due to transistors coming out of saturation are sources of errors in the circuit
design. This leads to an increase for the output impedance especially at high fre-
quencies. In fact, there is an upper and lower limit where the output current is
nonlinear and dependent of the output voltage [55].
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3.1.2 Supply current sensing

Based on the supply current sensing technique, the output current is equal to the
sum of the currents in the supply leads of the operational amplifier. To sense
the current flowing in the supply leads of the operational amplifier, Graeme [56]
used complementary field effect transistors [57]. The accuracy of the circuit is
dependent on the resistor mismatch, the gain bandwidth and the power supply re-
jection of the operational amplifier. Instead of field effect transistors, Hart&Braker
used a set of complementary current-mirrors. With Hart&Braker’s class-B volt-
age to current converter, the resistor mismatch problem is avoided but cross-over
distortion problem appeared. Using the class-AB voltage converter proposed by
Rao&Haslett, the performance of the output circuit is improved.

To avoid the source of voltage modulation caused by the connection of the current
mirrors to the circuit’s open loop, Wilson has proposed to connect the current
mirrors m1 and m2 in the feedback arrangement (Figure 3.3). It could be either
shunt or series feedback. By connecting the current mirrors in the shunt feedback,
the accuracy of the VCCS is dependent on the accuracy of the current mirrors
[51].

Figure 3.3: Wilson’s VCCS using shunt feedback [51]

The Wilson’s voltage to current converter using a shunt feedback (Figure 3.3)
presents the problem of high distortion performances. By adding an adjustable
bleed current into the feedback loop, the output offset is dramatically reduced [58].
Its output impedance is equal to 80 kΩ at a low frequency (1 kHz). Denyer used in
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[59] the modified Wilson four-transistor current mirror with a DC feedback correc-
tion which actively eliminates the offset. The output impedance of the proposed
circuit is around 8 MΩ at 50 kHz and decreases dramatically to around 30 kΩ at
a high frequency (1 MHz). At 100 kHz, Leung [60] and Record [61] realized an
output impedance equal to 300 kΩ and 2 MΩ respectively [62].

The non-idealities of the current mirrors and the operational amplifier limit the
performances of the current source circuit. In fact, the performances of the current
copied by the transistors affect the performances of the current source. In addition,
the drawbacks of these circuits are the relatively high power supply requirements
and high distortions.

3.1.3 Current conveyor

The second generation current conveyor can be used in different applications [63].
It is three-port network with two inputs terminal X and Y and one output Z
represented by the following hybrid matrix:


iY

vx

iz

 =


0 0 0
1 0 0
0 ±1 0



vY

ix

vz

 (3.2)

The polarity of the current-conveyor changes depending on the flow’s direction of
the inputs ix and iy (Figure 3.4). The positive sign means that the inputs ix and
iy are in the same direction, whilst the negative sign means that the inputs ix and
iy flow in the opposite direction.

(a) (b)

Figure 3.4: Second generation current conveyor [64]
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The voltage controlled current source is realized based on second generation cur-
rent conveyor (CCII+) (Figure 3.5). In this case, the input voltage Vy is single
ended and its transconductance (R1) is externally controlled [65].

Figure 3.5: VCCS based on current conveyor [63]

Its output current is represented as following:

Iout = Vin
R1

(3.3)

Bragos proposed in [66] an AC-coupled current source which consists of the current-
feedback amplifier from Analog Devices (AD844) used as current conveyor and a
DC-feedback circuit. The advantage of using an integrated circuit rather than
the designed supply-current sensing is that the temperature matching and the
bipolar complementary process of the transistors are ensured. The proposed cir-
cuit is designed in two configurations depending on the phase shift between the
input voltage and the output current: inverting and non-inverting. The output
impedance of the designed circuit is 7.6 MΩ at 5 kHz and 700 kΩ at 1 MHz for
non-inverting source. For the inverting source, the output impedance decreases to
5.5 MΩ at 5 kHz and 300 kΩ at 1 MHz.

Kaewpoonsuk proposed in [67] a voltage controlled current source composed by
a commercial current conveyor CCII (AD844), instrumentation amplifier, differ-
ence amplifier and feedback resistor. The performances of the proposed circuit
are dependent on the frequency performance of the instrumentation and differ-
ential amplifiers. Experimental results show that the output current decreases
approximately from 100 kHz. Jivet proposed in [68] a voltage controlled current
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source based on a modified current conveyor (CCII). At low frequencies, the out-
put impedance reached 123 MΩ. While at a high frequency (1 MHz), the output
impedance decreases. The limitations are due to the mismatch between transistors
and coming out of saturation i.e. the collector and emitter are at higher potential
than the base. In this case, the current driven into the base is not enough to
forward bias the base-collector and the base-emitter junctions. These restrictions
influence the accuracy circuit by increasing its current noise and reducing the out-
put impedance.
Table 3.3 shows that only the current conveyor (CCII) proposed by Fihlo [36] and
the modified Hart&Barker’s universal converter network designed by Tetrzopoulos
[69] have reached the requirements. They have an output impedance larger than
10 MΩ and 1 MΩ at 5 kHz and at 1 MHz respectively. Because the develop-
ment of current-mode approaches is expensive and requires custom fabrication,
the interest in this study remains on the voltage-mode approach.

Table 3.3: Supply current sensing based VCCS

Reference Supply current sensing
based VCCS

Output impedance (kΩ)
5 kHz 1 MHz

Denyer [70] Wilson’s current source with
DC feedback correction

7900 32

Tetrzopoulos [69] Modified Hart & Barker’s
universal converter network

17500 2500

Bragos [66] CCII (Non-inverting) 7600 700
CCII (Inverting) 5500 300

Filho [36] Current conveyor (CCII) 70800 2800

3.2 VCCS in voltage mode approach

In the voltage-mode approach, the output current is generated by the voltage in
one or more nodes of an active circuit, including operational amplifiers, such as the
Howland topologies, Tietze topology and the so called “load-in-the-loop” approach.
Each current source approach has two possibilities of the load connection: the
load can be floating (load-in-the-loop) or grounded (Howland circuit). In this
section, the advantages and disadvantages of the voltage mode approach’s types
are discussed.
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3.2.1 Floating load

The traditional implementation of a voltage controlled current source based on a
single operational amplifier with a floating load as a feedback is known as load-in-
the-loop current source (Figure 3.6).

Figure 3.6: Load in the loop current source [50]

The terminal of the amplifier is virtually grounded. The current through R is

IR = V in

R
(3.4)

The same current flows through the load and it can be expressed as follows:

ILoad = V in

R
(3.5)

Whereas, the voltage at the output of the amplifier is defined by

V out = −RLoadILoad = −RLoad

R
V in (3.6)

The output impedance is dependent especially at high frequencies on the value of
the load and the resistor R and the characteristics of the operational amplifier.
Sheingold proposed in [71] a modified load in the loop circuit by adding a feedback
resistor in parallel with the load (Figure 3.7). In the load-in-the-loop structure, the
output impedance is dependent on the feedback resistor connected in parallel with
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the load. If the feedback resistor’s value increases, the output impedance increases
to around 1.5 MΩ at both low and high frequencies (Table 3.4). The reason behind
the fact that the higher the value of the feedback resistor the higher the output
impedance is, is that the feedback resistor acts like a current divider. However,
the high value of the feedback resistor demands high voltage of the source driving
the current leading to a high power consumption.

Figure 3.7: Load in the loop current source with feedback resistor [50]

To avoid these limitations, Seoane proposed in [50] to add a stage consisting of a
current conveyor (CCII) before the loop in the loop structure (Figure 3.8).

Figure 3.8: Load in the loop circuit driven by current conveyor [50]
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When connecting the load-in-the-loop to the current conveyor, the output impedance
at 1 MHz increases slightly but remains low around 400 kΩ [72].

Table 3.4: Selected floating load current sources

Output impedance (kΩ)
Type Reference

1 kHz 5 kHz 100 kHz 1 MHz
Note

Bipolar modified
Howland
without buffer

858 787 102
Fihlo [73]

272 249 61
Bipolar modified
Howland with buffer

H-Bridge
Howland

Hong [74] 629 63
Inverting Howland
H-Bridge
configuration

380 360 Rf = 390 kΩLoad-in-the-
loop 1500 1500 Rf = 1 MΩ
Current
driven
load in the
loop

Seoane [72]

380 410 Rf = 390 kΩ

The choice of high performance characteristics of the operational amplifier leads to
a high output impedance. Unfortunately, at high frequency (1 MHz), the output
impedance decreases due to the frequency-dependence of the characteristics of the
operational amplifier.

As a conclusion, the floating load in the feedback loop has a significant effect
on stability. In case of complex loads, which are not purely resistive, additional
components are required to insure stability.

3.2.2 Grounded load

For voltage controlled current sources for grounded loads, several topologies have
been studied in literature, such as mirrored enhanced Howland circuit [36] [74],
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inverting and non-inverting enhanced Howland in single and dual configuration
with negative or positive feedback [73] and Tietze topology.

3.2.2.1 Tietze topology

The Tietze topology [48] uses two operational amplifiers with negative feedback
in cascade configuration with six resistors (Figure 3.9). The output current ILoad
and the output impedance Zout for Tietze circuit are respectively:

ILoad = −R2R4V in

R1R3R5
(3.7)

Zout = R3R5R6

R2R4 −R3(R5 +R6) (3.8)

Figure 3.9: Schematic of Tietze circuit [48]

In order to realize a very high output impedance, the denominator of Zout in
equation 3.8 should be almost zero. We can therefore calculate the so-called bal-
ance condition for a high accuracy current source in Tietze topology as given in
equation 3.9.

R3

R4
= R2

R5 +R6
(3.9)

If R3 = R2 andR4 = R5 +R6 then ILoad = R4V in

R1R5
(3.10)
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Abad proposed in [75] a Tietze circuit which has an output impedance of 5 MΩ at 1
kHz and 5.5 kΩ at 1 MHz. The output impedance at high frequency decreases due
to the resistor mismatching and the low performance of the selected operational
amplifiers.

3.2.2.2 Howland topologies

Structure simplicity and good performances are the main advantageous properties
of the Howland topologies. Thus, Howland is an extensively used circuit for the
current source design with grounded loads in bioimpedance measurements. The
Howland circuit design includes inverting and non-inverting configurations using
single or double amplifiers (Figure 3.10).

Figure 3.10: Howland circuit topologies [49]

The basic Howland circuit, called also Howland current pump, is using a single
operational amplifier with both negative and positive feedback with four resistors
(Figure 3.11). The output current or the load current ILoad is fed back to both
positive and negative inputs.
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Figure 3.11: Howland circuit: Inverting single configuration (ISC) [76]

Hammond [77] and Chen [78] used first the basic Howland circuit in their investi-
gations. The output impedance at 100 kHz is less than 500 kΩ. The drawback of
this configuration is the waste of power consumed by the resistor R1. To reduce
this power consumption, the configuration is modified by splitting the resistor R4

in two resistors R4a and R4b [79]. The new configuration, using a single operational
amplifier with five resistors, is called improved Howland circuit (Figure 3.12).

Figure 3.12: Improved Howland circuit: Inverting single configuration (ISC)
[76]
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The output current ILoad and the output impedance Zout for the improved Howland
inverting single configuration are expressed respectively by:

ILoad = −R2V in

R1R4b
(3.11)

Zout = R1R4b(R3 +R4a)
R2R3 −R1(R4a +R4b)

(3.12)

In order to realize a very high output impedance, the denominator of Zout in
equation 3.12 should be almost zero. We can therefore calculate the so-called
balance condition for a high accuracy current source in the single configuration of
the improved Howland circuit as given in equation 3.13.

R1

R2
= R3

(R4a +R4b)
(3.13)

If R1 = R2 andR3 = R4a +R4b then ILoad = −V in

R4b
(3.14)

Despite simple adjustment of output resistance by both positive and negative feed-
back, the Howland circuit may oscillate at high frequencies due to the presence
of two feedback paths (negative and positive). For circuit stabilization at high
frequencies, two capacitors, typically around 10 pF, are connected in parallel with
the feedback resistors [79].
Table 3.5 shows the output impedance of the selected Howland single configura-
tion of inverting, non-inverting and differential improved designs. An inverting
enhanced Howland voltage to current converter is proposed in [78] [73] [75] [76]
[80] [81] [82] which has an output impedance lower than 200 kΩ at high frequency
up to 1 MHz. For the non-inverting improved circuit, an output impedance is
lower than 500 kΩ at high frequency [75] [83]. Pandiev suggested in [84] a voltage
controlled current source for a grounded load using an additional bipolar transis-
tor. The output impedances at 5 kHz and 1 MHz are 10 kΩ and 100 Ω respectively.
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Table 3.5: Selected Howland single configuration

Output impedance (kΩ)
Type Reference 1

kHz
5

kHz
100
kHz

1
MHz

Note

22 Resistor matching
level =1%

Hammond [77]

200 Resistor matching
level = 0.1%

Inverting
Basic

Chen [67] 3800 425
Chen [78] 5700 638
Fihlo [73] 537 786 102
Abad [75] 7500 3000 9
Fihlo [76] 610 70
Cheng[80] 30000 517 1.6
Jossinet [85] 1000
Islam [81] 50

180 180 180 180 THS4021
95 95 5 <1 THS4631

Zaho [82]

10 10 <1 <1 THS3061
Zhangyong [86] 18000 1000

<100 Power supply
voltage of ± 5V

Inverting
Improved

Hong [53]

2100 Power supply
voltage of ±15V

Abad [75] 4000 2000 6.7
Lee [83] <500
Naeini [87] 10000 10000

Non-
inverting

Pandiev [84] 30 20 0.3 0.08 With bipolar
transistor

Garcia [88] 50
Differential

Tucker [89] 3300 3300 3300 500 Lead lag
compensated
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In dual configuration of the improved Howland current source, a second amplifier
has been added as voltage follower, in one of feedback paths of the first opera-
tional amplifier. The addition of the voltage follower increases the circuit’s output
impedance. Figure 3.13 depicts a dual configuration with voltage follower con-
nected in the negative feedback.

Figure 3.13: Improved Howland circuit: Inverting dual configuration (IDC)
with negative feedback [76]

The output current ILoad and the output impedance Zout for the dual configuration
with negative feedback can be expressed as:

ILoad = R2(R3 +R4a)
R3R4b(R1 +R2)V in (3.15)

Zout = R3R4b(R1 +R2)
R1R4b +R1R4a −R2R3

(3.16)

Equation 3.17 is the balance condition corresponding to a very high output impedance
of the improved Howland circuit in the dual configuration.

R1

R2
= R3

R4a +R4b
(3.17)
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The output current is dependently related to the balance condition. If the resistors
are not tightly matched, the current source performance is affected, i.e. the output
impedance degrades and the output current is instable over the working frequency
range. A resistance trimming can be a solution in certain applications to get
precise values of resistors. However, trimmers are bulkier than normal resistors
and are mechanically and thermally instable. That’s why it is preferable to choose
standard resistors with tolerance not exceeding 0.1 % than using trimmers [79].
Using one or two additional resistors in series with the main resistor [90] and the
resistor’s percentage tolerance less than 0.1 % provides good performances and an
accurate circuit.

Table 3.6: Selected Howland dual and triple configurations

Output impedance (kΩ)Type Reference
1 kHz 5 kHz 100 kHz 1 MHz

Fihlo [76] 570 602 62
Abad [75] 20000 7500 14.6

Dual
Inverting

Chen [78] 5078 579
Abad [75] 7500 3000 9.6
Radhakrishman [91] 25 3

Dual
Non-inverting

Zhangyong [86] 30000 1600
Zhang [92] 1100 1100Triple

Non-inverting Khalighi [93] <500

Moreover, operational amplifier intrinsic specifications play an important role to
ensure a high output impedance. The main parameters of operational amplifiers,
that are highly recommended to get a stable current and a high output impedance
especially at high frequencies, are low input bias current, low input offset, high
slew rate, high common mode rejection ratio and high bandwidth [94]. In the next
section, the influence of the amplifier’s parameters on the output impedance and
the current error will be analyzed.
Howland configurations and Tietze circuit [75] have output impedance lower than
110 kΩ at 1 MHz. In [73], all configurations of Howland do not fulfill the output
impedance’s requirements. Tietze circuit is compared to Howland configurations
[75]. Only dual configuration with negative feedback in inverting and non-inverting
configuration has an output impedance larger than 10 MΩ at low frequencies but
at high frequencies, it becomes lower than 1 MΩ (Table 3.6). Based on these
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results, we decide to investigate current sources for voltage-mode approach with
grounded loads, especially on Tietze topology and Howland based circuits.

3.2.2.3 Evaluation of current sources approaches

The voltage controlled current can be in current or voltage mode. The develop-
ment of current-mode is expensive and requires custom fabrication. Hence, the
interest in this thesis remains on the voltage mode according to the requirements
of bioimpedance portable device. The voltage approach is classified in two types
depending on the load connection. For grounded loads, no additional components
are needed [95].
Voltage controlled current source based on floating load (load-in-the-loop) and
grounded load (Howland circuit) are compared [96]. Figure 3.14 depicts that the
floating loads structure degrades severely comparing to Howland topologies when
changing the load from 1 kΩ to 10 kΩ. Therefore, the floating load is instable and
not sufficiently performant.

Figure 3.14: Comparison of grounded load (Howland) and floating load for
fixed load [96]

Grounded load provides a better circuit’s stability and thus the stability of the
current flowing through the patient. In bioimpedance measurements this mode
is more accepted because of patient safety and in order to increase accuracy of
measurement. In the next chapter, we will investigate suitable configuration of
these circuits in order to get a high output impedance at both low and high
frequencies. For this purpose, the most important structures, such as Howland
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and Tietze topologies, are evaluated by simulations after the choice of suitable
configurations and components.
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4. Current excitation for grounded load

Stable and accurate voltage controlled current source requires high output impe-
dance. However, the output impedance is affected by the resistor balancing and
parameters of the operational amplifier e.g. bandwidth, open loop gain and in-
put bias current. Therefore, to achieve high output impedance, high performant
amplifiers is strongly needed. In this chapter, the influence of characteristics of op-
erational amplifiers and discrete circuit elements on the output current and output
impedance of the voltage controlled current source is studied.

4.1 Influence of operational amplifier character-
istics

The real output current of the circuit is dependent on the input bias current or
the common mode input current IB = I+

B+I−
B

2 , the input offset current or the

Figure 4.1: Non ideal parameters in operational amplifier

differential mode input current Ioff = I+
B−I

−
B

2 and the input offset voltage V off =
V + − V − (Figure 4.1). To study the influence of these parameters in the output
current of the current source, the dual enhanced Howland in negative feedback is
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taken as a case study (Figure 4.2). Setting the current flowing in each node to be
equal and assuming that V + = V − , we can determine the following relations: In
node V +, we have

0− V +

R3
= V + − V out

R4a
(4.1)

Similarly, in Node V −
V in − V +

R1
= V + − V 0

R2
(4.2)

ILoad = V + − V out

R4a
+ V 0 − V out

R4b
(4.3)

Figure 4.2: Enhanced Howland current source with voltage follower in nega-
tive feedback [76]

Using equations (4.1) and (4.2), the voltages V + and V − are as follows:

V + = − R3

R4a +R3
V out (4.4)

V 0 = −R2

R1
V in + R3

R4a +R3
V out (4.5)

Substituting V + and V o in equation (4.3), we can define the output current and
impedance of the enhanced Howland current source as follows:

ILoad = − R2

R1R4b
V in + R2R3 −R1R4b −R1R4a

R1R4b(R4a +R3) V out (4.6)
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R0 = R1R4b(R4a +R3)
R2R3 −R1R4b −R1R4a

(4.7)

Infinite output impedance is necessary for an accurate and stable voltage controlled
source. Therefore, the following condition should be satisfied

R2R3 = R1R4b +R1R4a (4.8)

Consequently, the output current becomes equal to:

ILoad = − R2

R1R4b
V in (4.9)

4.1.1 Input bias current

In the previous analyses, we assume that the amplifier input bias currents are
equal to zero and V − = V +. If we include the input bias current, equations (4.1),
(4.2) and (4.3) become:

0− V +

R3
− I+

B = V + − V out

R4a
(4.10)

V in − V +

R1
− I−B = V + − V 0

R2
(4.11)

ILoad = V + − V out

R4a
+ V 0 − V out

R4b
(4.12)

Using equations (4.10) and (4.11), we obtain the following expressions of the volt-
ages V + and V o :

V + = − R3

R4a +R3
V out −

R3R4a

R3 +R4a
I+
B (4.13)

V 0 = −R2

R1
V in+ R3

R3 +R4a
(R1 +R2

R1
)V out−

R3R4a

R3 +R4a
(R1 +R2

R1
)I+
B+R2I

−
B (4.14)

Thus, the output current of the circuit when considering the input bias current,
is defined as follows:

ILoad = − R2

R1R4b
V in + R2R3 −R1R4b −R1R4a

R1R4b(R3 +R4a)
V out −

R2

R4b
(I+
B − I−B) (4.15)
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For an infinite impedance of the voltage controlled current source, the output
current becomes equal to

ILoad = − R2

R1R4b
V in −

R2

R4b
(I+
B − I−B) (4.16)

For stable current in the working frequency range, the input bias current should
be as low as possible. Setting this configuration of resistors for an input voltage of
600 mV to get a stable current of 150 µA, R1 = R3 = 6kΩ, R2 = 6kΩ, R4a = 1kΩ,
and R4b = 2kΩ. According to equation (4.16), the input offset current should be
lower than 1 µA to have an output current error lower than 0.01%.

4.1.2 Input offset voltage

In the previous analyses, we assume that V − − V + = 0. In the presence of
an amplifier input offset however, this becomes V − − V + = V off . n this case,
equations (4.1), (4.2) and (4.3) become: can be written as follows:

0− V +

R3
= V + − V out

R4a
(4.17)

V in − V + + V off

R1
=
V + − V off − V 0

R2
(4.18)

ILoad = V + − V out

R4a
= V 0 − V out

R4b
(4.19)

Based on equations (4.17) and (4.18), voltages V + and V o are derived as below:

V + = − R3

R4a +R3
V out (4.20)

V 0 = −R2

R1
V in + ( R3

R4a +R3
V out − V off )(

R1 +R2

R1
) (4.21)

ILoad = − R2

R1R4b
V in + (R2R3 −R1R4b −R1R4a)

R1R4b(R4a +R3)V out

− (R1 +R2)
R1R4b

V off (4.22)

Infinite impedance permits the generation of the following expression of the output
current

ILoad = − R2

R1R4b
V in −

(R1 +R2)
R1R4b

V off (4.23)

For stable current in the working frequency range, the input bias current should be
as low as possible. Setting this configuration of resistors for an input voltage of 600
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mV to get a stable current of 150 µA, R1 = R3 = 6kΩ, R2 = 6kΩ, R4a = 1kΩ, and
R4b = 2kΩ. According to equation (4.23), the input offset current should be lower
than 1 µA to have an output current error lower than 0.01%. As a conclusion,
when taking into consideration the amplifier bias current and output offset with
infinite output impedance, the output current of the circuit becomes

ILoad = − R2

R1R4b
V in −

R2

R4b
(I+
B − I−B)− (R1 +R2

R1R4b
)V off (4.24)

To ensure a stable output current through a wide frequency range with an error
lower than 0.01%, the input offset voltage and the input offset current should be
lower respectively than 2 mV and 1 µA. Therefore, characteristics of the opera-
tional amplifier should be selected carefully to not affect the output impedance,
the output current error and the flatness. To fulfill these requirements, three
amplifiers are selected (Table 4.1).

Table 4.1: Selected operational amplifiers [49]

Amplifier
Input offset
current
(µA)

Input offset
voltage
(mV)

Slew rate
(V/µs)

Bandwidth
(MHz)

Open loop
gain
(dB)

CMRR
(dB)

AD8021 0.1 0.4 170 490 86 98
AD8041 0.2 2.0 160 160 95 80
THS4304 0.5 0.5 830 3000 50 73

THS4304 is selected for its high bandwidth around 3 GHz and high slew rate of
830 V/µs and AD8041 is chosen for its low input offset current around 0.2 µA
and high open loop gain (95 dB). AD8021 is also selected due to its high common
mode rejection ratio (CMRR) (98 dB), low input voltage noise and acceptable
wide bandwidth (490 MHz). Its gain bandwidth product is variable related to the
value of its dc decoupling capacitor on the feedback network. The increase of this
compensation capacitor helps to reduce oscillations at high frequencies. That’s
why, it is called also gain compensation capacitor.
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4.2 Influence of the passive components

After selecting the main intrinsic specifications of the amplifier, the influence of
passive components on the output impedance is studied using the same case study
described in the previous section. In this comparison, we use the dual configuration
with negative feedback.

4.2.1 Passive components configuration

To compare different configurations, errors related to the changing of the frequency
and the loads are calculated. The error at 1 kHz or at 1 MHz is the difference
between the maximum and minimum values of the current with different loads
at a same frequency (equation 4.25). The error shows the ability of the current
source to remain constant despite of the load variation.

Error = [Imax − Imin
Imin

]same frequency,different loads (4.25)

While the flatness is the difference between the maximum and minimum values of
the current with a same load over the whole frequency range (equation 4.26). The
flatness shows the available bandwidth of the current source. The flatness of each
load is measured. The one with the highest value is called the worst flatness. The
corresponded load is indicated in parenthesis.

Flatness = [Imax − Imin
Imin

]same load,different frequencies (4.26)

All configurations have been simulated and compared with load changed from 10Ω
to 10 kΩ along a frequency range between 1 kHz and 1MHz. The input voltage
is fixed around 600 mV for a desired output current of 150 µA. AD8021 is com-
pared with uncompensated amplifiers AD8041 and THS4304. Different values of
the compensation capacitor, (Cc) have been used in order to find the optimum
configuration with lowest error.
Table 4.2 shows that errors at low frequencies are smaller than errors at high
frequencies. Comparing between two amplifiers, the uncompensated operational
amplifier AD8041 and THS4304 has the biggest error at 1 MHz and biggest flat-
ness. The compensated operational amplifier AD8021 has best performances, not
only errors at 1 MHz, but also the flatness. This is because of the addition of the
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4. Current excitation for grounded load

compensated capacitor to the amplifier. In addition, from Table 4.2, we see that
the higher the compensation capacitance, the higher the error at 1 MHz and the
flatness. The best configuration for lowest error at 1 MHz and lowest flatness is:
R1 = 5kΩ, R1 = 2.5kΩ, R3 = 5kΩ, R4a = 0.5kΩ, R4b = 2kΩ and Cc = 1 pF for
all amplifiers (AD8021, AD8041 and THS4304).

Table 4.2: Simulation results with different resistor configurations [49]

Amplifier
Resistance

(kΩ)
Capacitance

(pF)
Error
(%)

Flatness
(%)

R1 R2 R3 R4a R4b Cc 1 kHz 1 MHz

AD8041
6 3 6 1 2 0.007 0.221 0.270
5 2.5 5 0.5 2 0.007 0.195 0.240
9 2 9 1 1 0.006 0.274 0.313

AD8021

6 3 6 1 2 7 0.020 0.101 0.142
6 3 6 1 2 10 0.020 0.141 0.189
6 3 6 1 2 3 0.020 0.049 0.079
6 3 6 1 2 1 0.020 0.022 0.048
5 2.5 5 0.5 2 1 0.021 0.017 0.043
9 2 9 1 1 1 0.016 0.028 0.049

THS4304
6 3 6 1 2 0.269 0.243 0.029
5 2.5 5 0.5 2 0.260 0.235 0.028
9 2 9 1 1 0.258 0.232 0.029

4.2.2 Passive components tolerance

ILoad = − R2

R1R4b
V in + (R2R3 −R1R4b −R1R4a

R1R4b(R4a +R3) )V out (4.27)

ILoad = − R2(1± T )
R1R4b(1± T )2V in = − R2

R1R4b(1± T )V in (4.28)

According to equation (4.28), the output current is inversely proportional to the
tolerance of the passive components (T). The lower the tolerance, the lower the
error of the output current is.

Zout = R1R4b(R4a +R3)(1± T )3

(R2R3 −R1R4b −R1R4a)(1± T )2 = R1R4b(R4a +R3)(1± T )
(R2R3 −R1R4b −R1R4a)

(4.29)
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According to equation (4.29), the output impedance is proportional to the toler-
ance of the passive components (T). The lower the tolerance, the higher the output
impedance is. The tolerance of the chosen resistors in this work is 0.01%.

4.3 Comparative study of different configurations

4.3.1 Error and flatness

To compare between selected configurations, the error and flatness of the output
current are simulated using the amplifier AD8041. From Table 4.3, all configu-
rations have smaller errors and better fatnesses at low frequencies than at high
frequencies. Comparing to other configurations, the inverting dual configuration
(IDC) with negative feedback and Tietze circuit have error lower than 0.13% at
both 1 kHz and 1 MHz.

Table 4.3: Simulation results of selected current source configurations [49]

Current Source Configurations
Error (%)

Worst Flatness (%)
5 kHz 1 MHz

ISC 0.048 0.195 0.255 (6 kΩ)
NISC 0.048 0.195 0.261 (6 kΩ)
IDC (Negative Feedback) 0.007 0.058 0.043 (4 kΩ)
NIDC (Positive Feedback) 0.308 0.450 0.176 (5 kΩ)
Tietze 0.033 0.089 0.265 (7 kΩ)

Inverting single configuration (ISC) and non-inverting single configuration (NISC)
have small error at 1 kHz (0.048%) lower than 0.13%, but a quite higher at 1
MHz (0.19%) than 0.13%. The dual configuration with negative feedback has
best performances, not only errors at 1 kHz (0.007%) and at 1 MHz (0.058%),
but also the worst flatness (0.043%) at 4 kΩ (Figure 4.3). In the next step, the
output impedance is simulated in terms of the configuration type and the amplifier
characteristics. Tietze circuit, the single configuration and the dual configuration
with negative feedback are studied as they have low error and flatness than the
dual configuration with positive feedback.
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Figure 4.3: Output current of DCNF using AD8041

4.3.2 Output impedance with and without compensation

The challenge in the design of the current source is to ensure high output impedance
at high frequencies. To increase the output impedance, compensation capacitors
(C1, C2) are added to the circuit as shown in the following figure (Figure 4.4).

Figure 4.4: Dual enhanced Howland with negative feedback with compensa-
tion capacitors
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Different values of compensation capacitors from 10 nF to 0.01 pF are simulated
in order to choose the suitable values for high output impedance especially at high
frequencies. It has been proven that using two 0.1 pF compensation capacities has
the high value of the output impedance at low and high frequencies (Figure 4.5).

Figure 4.5: Inverting double configuration using AD8041 with different com-
pensation capacitors

Table 4.4 shows the dependence of the output impedance of the amplifier’s char-
acteristics and the configuration’s type using two 0.1 pF compensation capacitors.
As mentioned before, the output impedance should be higher than 10 MΩ and 1
MΩ respectively at 5 kHz and 1 MHz. Four cases fulfill these requirements.
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Table 4.4: Output impedance dependences [49]

Circuit Configuration Amplifier
Output impedance (MΩ)

5 kHz 1 MHz 3 MHz 10 MHz
Howland

ISC
AD8021 15.91 12.61 2.08 0.18
AD8041 25.00 0.32 0.10 0.02
THS4304 1.44 1.42 1.28 0.69

NISC
AD8021 15.64 0.43 0.14 0.04
AD8041 22.00 0.47 0.14 0.01
THS4304 1.44 0.44 0.15 0.04

IDC (Negative
Feedback)

AD8021 62.41 1.16 0.38 0.10
AD8041 177.82 4.33 0.48 0.04
THS4304 3.88 3.83 2.15 0.19

Tietze Cascade
configuration

AD8021 10.65 2.71 0.57 0.57
AD8041 28.55 0.63 0.13 0.13
THS4304 1.02 1.27 1.27 0.52

The first case is the inverting single configuration (ISC) using the compensated
amplifier AD8021. At both 5 kHz and 1 MHz, the output impedance is more than
10 MΩ and more than 1 MΩ until 3 MHz (Figure 4.6).
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Figure 4.6: Inverting single configuration using AD8021
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Figure 4.7: Inverting double configuration using AD8041

The second case is the inverting dual configuration (IDC) with negative feedback
using AD8021 (Figure 4.7). At 5 kHz, the output impedance is around 60 MΩ
and at 1 MHz, it is more than 1 MΩ.

The third case is the inverting dual configuration (IDC) with negative feedback
using AD8041 (Figure 4.8). At 5 kHz, the output impedance is around 175 MΩ
and at 1 MHz, it is more than 4 MΩ.

Figure 4.8: Inverting double configuration using AD8041
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The fourth case and the last one is the Tietze circuit with a cascade configuration
using AD8021 (Figure 4.9). Its output impedance has around 10 MΩ at 5 kHz
and is higher than 1 MΩ at 1 MHz.
For all configurations, we observe a decrease of the output impedance at high
frequencies due to the presence of stray capacitances. In the next chapter, the
inverting dual configuration with negative feedback and Tietze are implemented
with connection of a circuit minimizing the stray capacitance’s effect.
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Figure 4.9: Tietze circuit using AD8021
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5. Experimental investigations

In this chapter, experiments with a selection of simulated circuits from previous
chapters are investigated and compared with investigations from literature. In ex-
perimental investigations, we deal with the high accuracy of the voltage controlled
current source especially at a high frequency up to 1 MHz.

5.1 Analysis of the experimental results

In the experimental investigations, two aspects are mainly considered. The balance
condition can be achieved only when the resistances are highly precise, even if as
a matter of fact, all resistances have tolerances.

Figure 5.1: Experimental setup for voltage controlled current source measure-
ment

The balance condition can therefore be fully achieved, but only can be approached.
Using resistances with lower tolerances is a possible way to approach the condition.
In the implementation, resistances with 0.1% tolerance are used (Figure 5.1).
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5.1.1 Inverting dual configuration

The current source circuit is realized using an inverting double amplifiers config-
uration. The used amplifier from analog device is AD8041. The inverting dual
configuration with negative feedback has small errors less than 1% both at low
and high frequencies (Figure 5.2). At 1 kHz, the error is 0.54%, while the error at
1 MHz reaches 0.98%. Unfortunately, in this case the flatness is not quite good
and achieves nearly 4% at the load 220 Ω.

Figure 5.2: Inverting dual configurations with negative feedback [49]

With the high speed amplifier AD8041, the bandwidth of the current source has
reached 1 MHz, which is hardly reported before.

5.1.2 Tietze circuit

Figure 5.3 depicts the output current of the Tietze circuit. The error at 1 kHz is
approximately zero while the error at 1 MHz and the worst flatness are very high,
more than 15%. This is due to the presence of the stray capacitances which affect
decisively the circuit performances.
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Figure 5.3: Tietze circuit [49]

Stray capacitances exist in leads, printed circuit board tracks and switches. The
effect of stray capacitances could be minimized significantly with a careful circuit
implementation, i.e. use of SMD components, short connections, avoid parallel
tracks, etc. In the implementation, components with 0402 SMD packaging are
used.

5.2 Compensation techniques for circuit stabil-
ity at high frequencies

As reported in the previous section, in the real implementation of the circuit, the
current magnitude can be degraded at high frequencies by stray capacitance CS
due to leads, printed circuit board tracks and switches [87]. The stray capacitances
act in parallel with the output resistance of the current source.
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Figure 5.4: Norton equivalent circuit for real current sources with presence of
stray capacitances [87]

Cancellation of stray capacitance is an effective way to keep the output current at
a designed value at high frequencies. There are several methods, such as Wheat-
stone bridge (Figure 5.4) connected to Wagner ground, Generalized Impedance
Converters (GIC) and Negative Impedance Converters (NIC) in order to minimize
the influence of parasitic capacitance.

5.2.1 Wheatstone bridge

The Wheatstone bridge (Figure 5.5) consists of four resistances where three resis-
tances are known and the fourth one is unknown. The unknown load is measured
by exciting a constant current and measuring the voltage output.

Figure 5.5: Wheatstone bridge [97]
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To minimize the sensitivity to stray capacitances and maintain the bridge’s stabil-
ity, a Wagner ground is used. With low excitation’s value, the sensitivity to noise
is increasing; hence the circuit’s stability is affected [97].

5.2.2 Generalized impedance converter

The Generalized Impedance Converter (GIC) contains two operational amplifiers
and Fs [66][98]. The output of the GIC is:

ZGIC = Z1Z3Z5

Z2Z4
(5.1)

Figure 5.6: Generalized impedance converter circuit [98]

Depending on the components choice at the position 1 to 5 (Figure 5.6)), the
Generalized Impedance converter can have many outputs, such as:

• Frequency-dependent-negative resistance defined by:

ZGIC = − R3

C1C5R2R4ω2 (5.2)

• Inductive behavior expressed by:

ZGIC = R1R3R5jω C2

R4
= jω L (5.3)
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In this investigation, we choose a structure generating an inductance behavior, due
to its performance at high frequencies [36]. An inductive behavior can be realized
using the topology given in (Figure 5.7):

L = R1R3R5C4

R2
(5.4)

In Norton equivalent circuit of real current source (Figure 5.7), the output cur-
rent is associated with the output resistance, stray capacitance and inductance
synthesized by GIC.

ZoutIout GIC ZLoadCs

Figure 5.7: Norton equivalent circuit of real current source connected to GIC

When the imaginary part of parallel impedance is set to zero, the stray capacitance
effects are completely cancelled.

Im(Z) = jω L+ 1
jω C

(5.5)

This condition can be fulfilled at:

ω = 1√
LC

(5.6)

The Generalized Impedance Converter (GIC) contains two operational amplifiers
and five adjustable impedances. For multifrequency system, the inductance L must
be adjusted at every frequency to fulfill the condition. To adjust the inductance,
five resistors should be adjusted in the case of GIC. For this reason, this method
is difficult to apply in order to cancel the stray capacitances.
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5.2.3 Negative impedance converter

The Negative Impedance Converter (NIC) realizes in general negative impedances
[99]. The topologies of Negative Impedance Converter (NIC) are:

• Negative resistance converter

ZNCC = −R (5.7)

• Negative capacitance converter

ZNCC = − 1
jω C

(5.8)

• Negative inductance converter

ZNCC = −jω CR2 = −jω L (5.9)

The main interest in this work is to cancel the stray capacitance. Therefore, we
focus on the Negative Capacitance Converter (NCC). NCC is composed of an
amplifier, capacitance and two resistances (Figure 5.8).

+

-

R2

R1

C

Vin

IR1

Iin

Vout

Figure 5.8: Negative capacitance converter circuit
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The current through R1 is equal to:

IR1 = V in

R1
(5.10)

The output voltage of the amplifier is expressed by:

V out = V in + IR1R2 = (1 + R2

R1
)V in (5.11)

The current flowing through the capacitance is defined by:

I in = V in − V out

ZC
= −R2

R1

V in

ZC
(5.12)

Then, the impedance is the following:

ZNCC = V in

I in
= −R1

R2
ZC (5.13)

When the condition R1 = R2 is fulfilled, we have:

ZNCC = −ZC (5.14)

In the Norton equivalent circuit (Figure 5.9), the output current is associated with
the output resistance, stray capacitance and capacitance synthesized by NCC.

ZoutIout NCC-Cs
ZLoadCs

Figure 5.9: Norton equivalent circuit of real current source connected to NCC

When NCC capacitance is equal to stray capacitance, the imaginary part of the
parallel impedance is zero.

Im(Z) = 1
jω C

− 1
jω C

= 0 (5.15)
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5.2.4 External compensation

Externally compensating operational amplifiers [95] reduce the effects of stray ca-
pacitance at the output; increase the gain bandwidth and the slew rate. The
adjustable feedback capacitor compensation reduces the noise and provides a flat
amplitude response, thereby increasing the performance of current source. In [96],
external compensating operational amplifier AD8021 is used in basic Howland cur-
rent source. In this work, we choose this amplifier for dual configuration Howland
circuit in negative feedback which has good accuracy than the single configuration
[50]. AD8021 is also compared with uncompensated amplifier AD8041.

5.3 Compensated circuits

The Tietze circuit and the inverting double amplifier are designed with connection
to the negative capacitance circuit (Figure 5.10) in order to minimize the stray
capacitances effect especially at high frequencies.

Figure 5.10: Current source design with compensation circuit

5.3.1 Tietze circuit with NCC

After connecting Tietze to NCC, the performance at high frequencies is greatly
improved but still larger than the dual configuration.
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Figure 5.11: Experimental results: Tietze circuit connected to NCC [49]

Smallest values of the worst flatness and the error at 1 kHz are not enough to
be in our highest rank. This is due to the complexity of the circuit and the high
value of the error at 1 MHz which reaches more than 2% (Figure 5.11). The dual
configuration with negative feedback is considered as a better current source than
Tietze with NCC. It has small errors which are less than 1% both at low and high
frequencies. But the flatness is not quite good, nearly 4%. Table 5.1 presents the
comparison of the measured flatness and errors for the three tested circuits.

Table 5.1: Comparison of experimental results

Circuit Error (1 kHz) Error (1 MHz) Worst Flatness
Inverting dual configuration 0.54% 0.98% 3.99% (220 Ω)

Tietze 0% 14.88% 16.86% (10 kΩ)
Tietze with NCC 0.57% 2.33% 2.33% (220 Ω)

5.3.2 Compensated inverting dual configuration

Using an externally compensated amplifier AD8021 (Figure 5.12), the error be-
comes slightly lower at 1 kHz around 0.9% than using uncompensated amplifier
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AD8041 for which the error reaches 0.98%, while, the error is limited to 0.49% at
1 MHz.

Figure 5.12: Experimental results: Tietze circuit connected to NCC [49]

In this study, a high performance Voltage Controlled Current Source (VCCS) for
bioimpedance measurement has been estimated and designed. Comparing with
previous designs, we have proven that the enhanced Howland circuit in dual con-
figuration with negative feedback using an amplifier with external compensation
enables to get better performance. It has the high efficiency with simple struc-
ture, accuracy and stability of injected current lower than 0.5 mA even at high
frequencies up to 1 MHz with large load up to 10 kΩ which is challenging to get.

5.4 System design of portable bioimpedance de-
vice

The impedance measurement procedure consists of exciting the human tissue with
a known ac-current, via the voltage controlled current source (VCCS), then mea-
suring the voltage drop across the tissue and calculating the real and imaginary
parts of the impedance (Figure 5.13). The advantage thereby is that the excita-
tion signal can be maximized within the medically allowed limit of 0.5 mA [100] to
reach a good signal to noise ratio without prior knowledge about the impedance.
To get stable and safe injected current, the VCCS has been designed to have high
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output impedance and current values within the medically allowed limits in the
whole targeted frequency range.

VCCS

Gain

Phase

AC-
Voltage

Gain Phase 
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SD-Card

Keypad

Control Block 

Figure 5.13: Block diagram of portable bioimpedance spectrometer [101]

In this section, we show a solution for a hand held bioimpedance spectrometer,
which was developed to realize measurements in the frequency range 5 kHz-1 MHz
in order to measure the whole range of the β-dispersion for the impedance range
from 100 Ω to 10 kΩ. The designed portable bioimpedance spectrometer consists
of three major excitation subsystems: excitation, gain and phase measurement
and control.

5.4.1 Excitation subsystem

The excitation subsystem includes the designed voltage controlled current source
and a multi-frequency signal generator (Figure 5.14). The sine wave is generated
by low power programmable waveform generator from Analog Devices AD9834
direct digital synthesizer (DDS) in a frequency range between 1 kHz and 1 MHz
with resolution of 0.28 Hz. The output signal from AD9834 is sinusoidal voltage of
600 mV. The output of DDS is sinusoidal AC voltage converted to sinusoidal AC
current via VCCS with constant amplitude under 0.5 mA to ensure the patients
safety.
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VCCS

Evaluation 
board 

AD9834

IoutVout

Figure 5.14: Block diagram of excitation subsystem [101]

The designed voltage controlled current source is the inverting dual configura-
tion with negative feedback using a compensated amplifier from Analog devices
AD8021. It has a low error less than 1% at both low and high frequencies.

5.4.2 Gain and phase measurement subsystem

The excitation signal and the response signals are amplified via two instrumen-
tation amplifiers. To get accurate system and high signal-to-noise ratio, the
instrumentation amplifier should have high CMRR and high input impedance.
Among many instrumentation amplifiers, we choose INA 163 which has high in-
put impedance (6 M Ω ‖2 pF) and wide frequency bandwidth (800 kHz ‖ G=100).
Based on magnitude ratio and phase difference detection method using the inte-
grated circuit AD8302, the impedance is calculated from the gain and the phase
extracted by comparison of the amplified excitation and response signals. The
output signals for gain and phase from the gain phase detector (AD8302) are sent
to the control block for processing.

5.4.3 Control subsystem

The DSP is integrated in a control block, which includes an LCD-Display, keyboard
and SD-card (Figure 5.15). It allows the user to select the necessary frequency
range, tunes the sine waves generated by the frequency generator, calculates the
impedance from the signals of the gain phase detector, displays the results and
stores them on SD-card.
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Figure 5.15: Block diagram of the control subsystem [101]

5.4.3.1 Interfacing the DSP to the sine wave generator AD9834

The AD9834 operates at clock rates up to 40 MHz and is compatible with DSP
and microcontroller standards. Connection with external device is ensured using
an internal serial interface block which has three inputs:
- SDATA Serial data input: 16-bit serial data-word is applied to this input
- SCLK Serial Clock Input: Data is shifted into the AD9834 on each falling SCLK
edge
- FSYNC Active Low Control Input: When FSYNC is taken low, the internal logic
is informed that a new word is being loaded into the device

These inputs are connected to any SPI module includes in the DSP such as SDATA
connected to SPISIMO Slave In, Master Out, SCLK connected to SPICLK: Clock
and FSYNC connected to SPISTE\: Transmissions enable.

The octal buffer 74HCT244 is a digital buffer ensures the interface between DSP
and AD9834. In fact Serial Data applied, clock and the transmission enable signals
should be buffered before being applied to the serial interface. This Interface
between TMS320F2808 and AD9834 is shown in (Figure 5.16) .
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Figure 5.16: Interface between TMS320F2808 and AD9834 [101]

5.4.3.2 Interfacing the DSP to the gain phase detector AD8302

AD8302 provides the gain and the phase to the ADC block which converts them
from analog to digital form then calculates the impedance value. Pins 13 and
9 of AD8302 output simultaneously the gain and the phase; these two pins are
connected to two inputs pins of the ADC block: ADCINA0 and ADCINB0.

The keypad can be interfaced easily to our DSP TMS320F2808 as it doesn’t need
any particular protocol. Its pins are connected to general purpose GPIO pins.
For LCD and SD card, they can use serial peripheral interface (SPI) or parallel
(SD) interface to connect to the host. SPI mode is simpler than SD mode which
is usually used for high capacity cards, for our application we use SPI mode [102].

At this stage, the portable bioimpedance device is designed and tested respecting
the patient safety requirements. The amplitude of the output current of the de-
signed voltage controlled current source (VCCS) is approximately constant in the
whole β-dispersion with error low than 1%. For simulations and experiments, the
VCCS is converting a sinusoidal AC-voltage to a sinusoidal AC-current.

For real-time application in the medical field, short measurement time and low
power consumption are required. For that, a comparative study of different exci-
tation signals and the sine wave signal is detailed in the next chapter.

79





6. Evaluation of excitation subsystem

The selection of excitation signals is decisive in the design of portable biomedical
measurement system given the fact that a suitable signal enables accurate mea-
surement within a given time frame. Different approaches for excitation signals can
be considered in bio-impedance spectroscopy measurement systems. One common
approach is the frequency sweep based on the measurement of impedance at single
frequency and then sweeping defined frequencies over the interesting frequency
range. The main advantage of this technique is high impedance measurement ac-
curacy related to a high signal-to-noise ratio, but this takes place at the cost of
long measurement time. Even tens of seconds are necessary for a complete sweep
[103].
Another approach consists of applying broadband excitation signals to perform
the measurement of the impedance at different frequencies simultaneously. This
approach is more suitable in biomedical applications, where high real-time mea-
surements are required, but this leads to accuracy losses.
The focus of this chapter is the investigation of excitation signal for portable bio-
impedance devices. The excitation signal should provide a high signal-to-noise
ratio for accurate measurements, while maintaining low injected currents all over
the frequency range and at a short measurement time. In addition to that, the
energy consumption of the hardware should be maintained as low as possible.

6.1 Study of the effect of signal’s parameters

A detailed study is carried out in order to find suitable parameters that consider
the trade-off between the quality of the reconstructed signal reflecting the accuracy
of measurements, the time consumption and the hardware complexity related to
the memory size of the hardware and the ADC clock.
The number of samples (N) is directly related to the memory’s size of the hardware
used in the measurement. The sampling frequency (Fs) is associated to the clock
and the noise’s level is affiliated to the algorithm or the measurement hardware.
In this investigation, a noise is applied to different selected signals, fitting only two
variables which are the amplitude (A) and the phase of the signal (φ) by varying
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in different ways the number of samples (N), the sampling frequency (Fs) and the
noise’s level in the working conditions. After that, the relative amplitude error is
computed using the curve fitting algorithm (Figure 6.1).
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Figure 6.1: Relative errors computation

Curve fitting algorithms are used to extract the parameters of the investigated
signals in the presence of additive noise and in case of coherent sampling to avoid
the leakage effect in frequency domain. In this case, the number of samples M of
the signal requires an integer number of cycles. So that, coherent sampling must
satisfy the relation presented in equation 6.1:

Fs
f

= N

M
(6.1)

where Fs, f , N and M represent respectively the sampling rate, the input fre-
quency, the number of samples and the number of cycles.

The parameters should be carefully selected to fulfill several rules. N should be
power of two, as it is necessary for a convenient FFT computation. Besides, the
number of cycles M should be an odd integer number to avoid spectral leakage.
Moreover, M and N should be mutually prime to achieve non repetitive number
of cycles as it is non useful and produce processing overhead [104]. The M data
points of a signal are given by equation 6.2.

yi =
N∑
k=1

Ak sin(2π fkt+ ϕk) (6.2)
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where N , Ai, fi and φi denote respectively the number of signal components,
the fundamental amplitudes, the frequencies and phases. Equation 6.2 can be
rewritten as a sum of sine and cosine (equation 6.3)

yi =
N∑
k=1

ak cos(2π fkti) + bk sin(2π fkti) (6.3)

Thus, ak and bk are easily obtained by solving the formula 6.4 [105]:

X = (DTD)−1DTY (6.4)

D =



cos(2π f1t1) sin(2π f1t1) ... cos(2π fN t1) sin(2π fN t1)
cos(2π f1t2) sin(2π f1t2) ... cos(2π fN t2) sin(2π fN t2)

... ... ... ... ...
cos(2π f1tn) sin(2π f1tn) ... cos(2π fN tn) sin(2π fN tn)

 (6.5)

The estimated amplitudes and the corresponding relative amplitude errors are
defined as:

Akfit =
√
a2
k + b2

k (6.6)

εAk
= ‖Ak − Akfit‖

Ak
(6.7)

Simulations of the amplitude errors of different excitation signals are presented.
The cases studies in this thesis are the sine wave, chirp and multisine signals. For
that, the influence of the signal parameters are studied when only one parameter
is fixed and the other parameters are variables. In this study, the maximum input
frequency is fixed at 1 MHz.

6.1.1 Investigation of the influence of the sampling fre-
quency versus the samples number

In the third investigation, the noise’s level SNR is fixed at 100 dB and the sam-
pling frequency and the number of samples are variable. The sampling frequency
is varied from 2f to 106f as the lowest sampling frequency must be selected twice
the bandwidth respecting to Shannon theorem. The number of samples is chosen
between 32 and 16384.
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6.1.1.1 Sine wave

For each number of samples and for every input signal, Figure 6.2 depicts that the
amplitude error is almost constant until a threshold value of Fs/f , and then an
increasing error level is obtained.
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Figure 6.2: Relative amplitude error of sine signal depending upon number of
samples and sampling rate

This is due to the fact that the acquisition time is too short to provide a suffi-
cient excitation energy results with a bad signal-to-noise ratio. In this case, the
acquisition time (T ) is under 0.08192 µs. So that higher values of the sampling
rate (oversampling) are not preferable as it leads to increase the amplitude error.
In addition to that oversampling results in high energy consumption and requires
more expensive ADC.
Regardless the value of the input frequency f varying from 1 kHz to 1 MHz, we
obtain same results (Figure 6.2) which are summarized in Table 6.1.
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Table 6.1: Number of samples N versus Fs/f and acquisition time T

Number of samples (N) Fs/f Acquisition time (µs)
32 <N<64 2 <Fs/f <100 0.32 <T <0.64
128 <N<512 2 <Fs/f<1000 0.13 <T <0.51
1024 <N<4096 2 <Fs/f <10000 0.10 <T <0.41
8192 <N<16384 2 <Fs/f <100000 0.08 <T<0.17

Choosing N that belongs to the interval [1024, 4096] is the adequate value as it
represents the minimum number of samples permitting the coverage of the whole
bandwidth. Adding to that, increasing the number of samples is too memory
consuming resulting in high data acquisition time. For that reason, N = 1024 is
sufficiently high in this study.
Consequently, taking the example of signal’s frequency in the boundaries of the
frequency range interval, we obtain the following relations:

If f = 1kHz, 2kHz < Fs < 10MHz (6.8)

If f = 1MHz, 2MHz < Fs < 10GHz (6.9)

From the above results, we can conclude that Fs equals to 10 MHz is sufficient for
the both frequencies input. To avoid spectral leakage in the frequency domain,
coherent sampling is required using equation 6.1. For f = 1 MHz and N = 1024,
we obtain:

M = fN

Fs
= 102.4 (6.10)

Where M is not an odd integer. By forcing M to meet the rule given in the
beginning of the section, M becomes equal to 101 which results in sampling rate
(Fs) nearly equals to 10.139 f and an acquisition time T = N/Fs = 0.101 ms for
one frequency measurement.
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6.1.1.2 Chirp signal

Almost the same relative amplitude errors are provided for the sine and the chirp
waveforms (Figure 6.3 in comparison to Figure 6.2). The difference is only re-
stricted to the presence of higher errors at the Nyquist frequency in the sine wave
that don’t figure in the case of the chirp signal.
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Figure 6.3: Relative amplitude error of the chirp signal depending upon the
number of samples and the sampling rate

The errors are generally relative low. Taking the example of the worst case
(N = 32), the error is typically the same nearly to 10−8 starting from the Nyquist
frequency up to 100 times the signal’s frequency after that the error increases
which attains maximum amplitude error nearly equal to 10−4. Taking into consid-
eration that increasing the number of samples is memory consuming in addition to
that high sampling rate needs more power consumption and costly ADC. Choos-
ing N = 1024 and Fs = 10.139f is convenient allowing a high accuracy of the
measurement (amplitude error about 10−8 ) as it is illustrated in Figure 6.5 and in
a short acquisition time less than 2 ms (T = N/Fs =0.101 ms) during the whole
frequency band.
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6.1.1.3 Multisine signal

The two previous signals are not very sensitive to noise compared to the multisine
especially for higher sampling rate. Figure 6.4 shows that forN = 32 the amplitude
error is constant nearly to 10−8 when the sampling rate is varying from the Nyquist
frequency to 20 times the frequency’s signal.

R
e

la
ti

ve
 a

m
p

lit
u

d
e

 e
rr

o
r 

o
f 

th
e

 f
ir

st
 s

in
u

so
id

 in
 %

Fs/f

Figure 6.4: Relative amplitude error of multisine signal depending upon num-
ber of the samples and the sampling rate

The generation of multisine is based on the summation of four sine signals with zero
phases and frequencies fk = k fk−1 (k= 1. . . 4), the fundamental frequency f1 is
set at 0.25 MHz. As well as in the sine signal and the chirp, the sampling rate (Fs)
equals to 10.139 f4 Hz is adequate for our application. Besides, based on coherent
sampling Fs/f4 =N/M and for the same number of cycles M (M=101), the number
of samples (N) becomes equivalent to 4096. In this situation (Fs = 10.139xf4; N
= 4096), accurate measurements can be achieved in a short time (T = 0.404 ms)
since the amplitude error is around 10−9.
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6.1.2 Investigation of the influence of the samples

In this investigation, the sampling frequency is fixed and the number of samples
and the noise level are variable. Same results are provided for the sine (Fig-
ure 6.5(a)) and the chirp (Figure 6.5(b)). However, the relative amplitude error
considered in the multisine (Figure 6.5(c)) is high for too short number of samples
(N<20). For higher number of samples, the multisine follows the same behavior
illustrated in sine and chirp signal.
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Figure 6.5: Relative amplitude error depending upon number of samples

Figure 6.5 shows that when increasing the number of samples, the relative error is
minimized. Therefore, extending the number of samples is strongly recommended
as it reduces the effect of noise resulting in high SNR output, necessary for high
accuracy of measurement.
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Concerning the measurement time, we fix the same SNR output for a relative
error close to 10−9, as an example. In this case, the measurement time at once
frequency is approximately four times smaller (N = 1024) for the stepped sine
compared with multisine measurement (N = 3884). However, for a single sine
measurement, four measurements should be considered successively. Hence, the
same measurement time is obtained. In contrast to the chirp signal in which all
information are captured at once measurement, it provides the lowest measurement
time, since the given SNR output is reached at N = 1024.

6.1.3 Investigation of the influence of the sampling fre-
quency number

In this investigation, different levels of noise are applied to the sine, chirp and
multisine signals, when varying the sampling rate and the number of samples
is fixed at 1024. Figure 6.6 depicts that when increasing the SNR, the relative
errors decreases. Therefore, higher SNR is preferred to obtain accurate impedance
spectrum.

The relative amplitude error is approximately the same for each signal filled by the
same level of noise at low sampling rate: errors are almost constant and become
higher beyond a threshold value of Fs/f (Figure 6.6).

The threshold value corresponds to the lowest acquisition time allowing a high
SNR. The acquisition time for the chirp and the multisine are equal to 0.1024 µs
and 2.048 µs, respectively. Therefore, the chirp is considered the most appropriate
signal that provides the high SNR output in a short measurement time.
In the next section, the signal’s frequency f , the sampling frequency Fs and the
number of samples N are fixed at 1 MHz, 10.14 x f and 1024, respectively.

6.2 Influence of noise in signals specifications

A comparative study of various kinds of periodic signals across a load of 1 kΩ is
presented based on average power, energy efficiency and power spectral density
spectrum permitting the evaluation of the amount of energy concentrated in the
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(a) sine

(b) chirp (c) multisine

Figure 6.6: Relative amplitude error depending upon sampling rate and var-
ious SNR

frequency band of interest and those fell outside. The power distributions of se-
lected signals in the frequency domain are estimated by the Periodogram method.
Analyses are made without and with an applied Gaussian white disturbance to
study the sensitivity of selected signals to the noise. Three different levels of the
noise have been taken into examination: SNR = 100 dB, SNR = 20 dB and
SNR = 0 dB. For SNR = 100 dB, it is considered as no noise is applied and the
worst case (very noisy signal) is given for SNR = 0 dB.

6.2.1 Sine wave

One of the most frequently applied techniques in impedance spectrum measure-
ment is based on the sine wave signal. Its mathematical function used in our
analysis is given by:
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u(t) = A sin(2π ft) (6.11)

As the sine signal is a periodic signal with amplitude A = 600 mV and M=101
periods T, the total energy is given by:

E = 1
R

∫ MT

−MT
|u(t)|2 dt = 1

2R

∫ MT

−MT
|A sin(2π ft)|2 = A2

TR

∫ MT

0

1− cos(4π ft)
2

(6.12)

Thus,E = MT
A2

2R = 1.818 10−8J (6.13)

The average power over 1 kΩ load is expressed as follow:

Pavg = E

MT
= 1

2MTR

∫ MT

−MT
|A sin(2π ft)|2 = A2

MT

∫ MT

0

1− cos(4π ft)
2 = A2

2R
(6.14)

Pavg = 1.8 10−4 Watts (6.15)

The PSD is calculated as:

PSD(f) = N |X(f)|2
RBFFT

= MA2

2fR = 0.0182µW/Hz (6.16)

Where |X(f)| is the Fourier transform of the signal; BFFT = N∆f is the bandwidth;
N is the number of frequency bins, and ∆f = Fs/N is the frequency resolution.
Figure 6.7 shows that the spectrum of the sine wave is discrete: the whole signal
energy is concentrated in the frequency component f at 1 MHz. The amplitude
of PSD is equal to 0.0182 µW/Hz (Figure 6.7) which coincides exactly with the
calculated one (equation 6.13).
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Figure 6.7: Sine wave signal and its power spectral density
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Hence, the sine wave represents a high energy efficiency resulting in high accu-
racy impedance measurements. However, the main disadvantage of a sine wave is
the long measurement time required when sweeping all over the frequency range.
When the level of noise is decreasing (Figure 6.7 (b), (c), (d)), the spectrum be-
comes more fluctuated and less efficient; only 56% of the useful energy is focused
on frequency range.

6.2.2 Binary signal

The binary signal is defined by the above mathematical function:

u(t) =

 A, 0 < t < T
2

−A, T
2 < t < T

(6.17)

The energy of binary signal wit M = 101 periods T is expressed as:

E = 1
R

∫ MT

−MT
|u(t)|2 dt = 1

R
(
∫ MT

2

0
A2dt+

∫ MT

MT
2

(−A)2dt) = 0.03632µJ (6.18)

A periodic signal can be represented by a combination of sine and cosine functions
as expressed in the trigonometric Fourier series:

u(t) =
∞∑

n=−∞
cne

j2π ft = a0 +
∞∑
n=1

an cos(ω0t) + bn sin(ω0t) (6.19)

an = 2
T

∫ T

0
u(t) cos(nω0t) (6.20)

bn = 2
T

∫ T

0
u(t) sin(nω0t) (6.21)

Where T is the period, ω0=2πf; f is the fundamental frequency and the average or
DC component of the signal is:

a0 = 2
T

∫ T

0
u(t)dt (6.22)
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The binary signal is odd, then a0 = an = 0

x(t) =
∞∑
n=1

bn sin(nω0t) =
∞∑
n=1

4A
nπ

sin(nω0t) (6.23)

Where n is odd According to Paserval’s theorem, the average power of a periodic
signal over 1 kΩ load R is the sum of the average power of its frequency compo-
nents.

Pavg = 1
MTR

∫
T
|u(t)|2 dt = 1

R

∞∑
n=−∞

|cn|2 (6.24)

Hence, the average power for binary signal over 1 kΩ resistor R is given by:

Pavg = 1
R

∞∑
n=1

b2
n

2 = 1
R

(
(4A
nπ

)2

2 +
(4A
π

)2)
2 +

(4A
3π )2

2 +
(4A

5π )2

2 + ...) (6.25)

Equivalently to:

Pavg = 1
MTR

(
∫ MT

2

0
A2dt+

∫ MT

MT
2

(−A2)dt) = A2

R
(6.26)

The average power of the fundamental frequency harmonic is:

P0 =
(4A
π

)2

2R (6.27)

and for higher harmonics, it is given by:

Pn =
(4A
nπ

)2

2R (6.28)

Table 6.2 summarizes the value and the percentage of power distributed in each
frequency component of binary signal.
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Table 6.2: Power distribution of binary signal

Frequency components Power(mW) Percentage (%)
Fundamental 0.292 81.057
First harmonic 0.032 9.006
Second harmonic 0.011 3.242
Third Harmonic 0.006 1.654
Total power 0.341 95%

The PSD of the fundamental frequency is calculated as:

PSD1(f) = MP0

f
=

(4A
π

)2

2Rf = 0.02929µW/Hz (6.29)

The PSD of every nth higher odd harmonic (n=3, 5, 7, . . . ) is equal to:

PSDn(f) = MPn
f

(6.30)

In this study, the chosen amplitude A is 600 mV, which leads to an average power
approximately equals to 0.36 mW. Table 6.2 shows that approximately 80% of the
average power is concentrated in the desired frequency due to the higher harmonics.
Binary signal has lower energy efficiency and higher power around 0.36 10−3W can
be injected in the system under test comparing to 0.18 10−3W in case of sine wave
signal.

Further advantage of binary signal is that it has unity crest factor allowing the
generation of accurate impedance spectrum and the simplicity of generation. The
same inconvenient of long measurement time of sine wave is presented also in
binary signal.
Figure 6.8(b) shows that the energy is focused on the fundamental frequency and
a part of it is spread between higher harmonics. The spectrum becomes more
fluctuated when more level of noises are used (Figure 6.8(c)) especially in the
worst case (Figure 6.8(d)). This leads to a poor impedance spectrum results.

95



6. Evaluation of excitation subsystem

-0.5

0

0.5

A
m

p
lit

u
d

e
 in

 V
P

SD
 in

 µ
W

/H
z

Time in µs

Frequency in MHz
0 1 2 3 4 5 6

0 1 2 3 4 5 6 7 8 9 10

0.01

0.02

0.03

(a) without noise

A
m

p
lit

u
d

e
 in

 V

Time in µs

Frequency in MHz
0 1 2 3 4 5 6

0 1 2 3 4 5 6 7 8 9 10

P
SD

 in
 d

B

-120

-100

-80

-60

-140

-0.5

0

0.5

1

-1

(b) SNR = 100dB

Frequency in MHz

A
m

p
lit

u
d

e
 in

 V

Time in µs

0 1 2 3 4 5 6

0 1 2 3 4 5 6 7 8 9 10

P
SD

 in
 d

B

-150

-100

-50

-200

-0.5

0

0.5

1

-1

(c) SNR = 20dB

Frequency in MHz

A
m

p
lit

u
d

e
 in

 V

Time in µs

0 1 2 3 4 5 6

0 1 2 3 4 5 6 7 8 9 10

P
SD

 in
 d

B

-1

0

1

2

-2

-120

-100

-80

-60

-140

(d) SNR = 0dB

Figure 6.8: Binary signal and its power spectral density
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6.2.3 Linear chirp

The linear chirp has an instantaneous frequency ω(t)= dθ(t)/dt, which changes
linearly during the excitation interval Tch. The mathematical model of linear sine
chirp is as following:

u(t) = A sin(2π(f0t+ (ffin − f0)t2
2Tch

)) (6.31)

Where f0 and ffin are the initial and the final frequency, respectively.
The energy E and the average power Pavg of linear chirp over 1 kΩ load R in the
time domain can be written as:

E = 1
R

∫ Tch

0
u(t)2dt = 1

R
A2
∫ Tch

0

1− cos(4π(f0t+ (ffin−f0)t2
2Tch

))
2 dt = 0.017736µJ

(6.32)

Pavg = 1
TchR

∫ Tch

0
u(t)2dt = A2

2R = 0.18 10−3W (6.33)

Tch = 2L
f0 + ffin

= N

Fs
(6.34)

The energy efficiency of linear sine-wave chirp is computed based on equation
(2.14), it is nearly equal to 98.85% The frequency bandwidth is fixed to Bexc=ffin
-f0 = 0.999 MHz with ffin = 1 MHz, f0 = 1 kHz and the sampling frequency
Fs is fixed at 10.14 x ffin. Since the number of samples is chosen to be equal to
1024, the number of cycles L is set at 50.551, according to the coherent sampling
formula.

Figure 6.9(a) depicts the spectral energy S focused in band of frequency. The
spectrum is continuous: almost the entire energy remains in the frequency band of
interest 0.999MHz. The level of PSD in the desired frequency is fluctuating around
1.8 10−4 µWHz which is almost the average power over the frequency bandwidth.
In case of high SNR, the spectrum is flat and becomes more fluctuated as we
increase the noise level. Despite of the high energy efficiency, this kind of signal
presents several drawbacks. The poor flatness of the power spectrum may cause
the loss of accuracy of the impedance measurements.
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Figure 6.9: Linear chirp signal and its power spectral density
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6.2.4 Signum chirp

As well as in the sine wave chirp, the frequency bandwidth Bexc is set at 0.999
MHz; the sampling rate Fs at 10.14 x ffin MHz and L is equal to 50.551. The
average power of the signum-chirp is given by:

Pavg = A2

R
(6.35)

The power spectral density spectrum shows that the level of power is decreas-
ing gradually by plateaus h (Figure 6.10), in fact the power of the fundamental
harmonic of rectangular signal over 1 kΩ load as mentioned previously is:

P0 =
(4A
π

)2

2R (6.36)

Figure 6.10: Signum-chirp wave and its power spectrum

Consequently the PSD of the fundamental harmonics of rectangular-wave chirps
from f0 to ffin is p1 = P1/Bexc W/Hz. The PSD of every kth higher odd harmonic
(k=3, 5, 7. . . ) distributed in the frequency band Bexc= k x Bexc is defined as:
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p1 = P0

k3Bexc

(6.37)

For the first plateau, the PSD is expressed as

Ppsd1 =
∞∑
k=1

pk = p1 + p3 + p5 + p7 + ... (6.38)

For every next level (h>1), the PSD is expressed as:

Ppsdh =
∞∑
k=h

pk = p3 + p5 + p7 + ... (6.39)

In addition to the simplicity of the signal processing, the binary chirp has the unity
crest factor which leads to major power about 0.36 mW injected in the system
compared to 0.18 mW for the sine wave chirp of the same length. By applying
the formula ( 2.14), the energy efficiency is nearly equal to 82.52%. The major
drawback is the poor aspects of power spectrum due to the higher harmonics.

For both cases where SNR = 100dB (Figure 6.11(b)) and SNR = 20 dB (Fig-
ure 6.11(c)), the power spectrum is practically the same that differ from the linear
chirp signal at additional harmonics out the desired frequency band. In case of
low level of SNR (Figure 6.11(d)), the spectrum is not flat which reflects a high
sensitivity to noise of this signal especially for lower values of SNR.
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Figure 6.11: Signum chirp and its power spectral density
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6.2.5 Multisine Signal

The multisine is defined as the addition of N sine waves with the same amplitude
which leads to an increase of the excitation amplitude. Therefore, we multiply it
by a factor of 1/N to obtain a resulting level limited to 600 mV (a threshold in
this study).

The energy E of a periodic multisine signal [0, T] can be obtained by solving the
following expression

E =
∫ T

0

∣∣∣∣∣
N−1∑
n=0

An sin(2π fnt)
∣∣∣∣∣
2

dt =
∫ T

0

N−1∑
n=0

A2
n

(1− cos(4π fnt))
2 dt (6.40)

The summation operator can be moved out of the integral operator

E =
N−1∑
n=0

A2
n[T2 −

∫ T

0

cos(4π fnt))
2 dt] =

N−1∑
n=0

A2
n[T2 −

1
4π fn

2

∫ T

0
sin(4π fnt)dt] (6.41)

Finally, the energy of multisine waveform is obtained

E =
N−1∑
n=0

A2
n

T

2 (6.42)

Hence, the average power (Pavg) across 1 kΩ load and the crest factor (CF) can
be expressed respectively as:

Pavg =
N−1∑
n=0

A2
n

T

2R (6.43)

CF = tε[0T ]max |u(t)|√∫ T
0
∑N−1
n=0

A2
n

2

(6.44)

Therefore, the energy E depends only on the number of frequency components N
and the amplitude An. For that reason, several modifications of multisine param-
eters are applied such as the frequency distributions and the number of sine waves
components N [106] to evaluate its effect on the multisine behavior.
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6. Evaluation of excitation subsystem

The phase is set at zero, as it is the simplest case that gives acceptable results
comparing to the optimized phase [37]. The sampling frequency is 10.1386 x fk (fk
is the highest frequency) and we modify the distributions of frequencies as follows
[107]:

- Equally spaced distributions of frequencies: f1 =1 kHz; fi = i x f1; (i=1, 2, . . . ,
8)
- Binary distributions of frequencies: fi = i x f1 with f1 = 210 kHz; (i=1, 2, . . . ,
8)
- Decimal distributions of frequencies:f1 = 1000 kHz, fi = i x f1 (i=1, 10, 100,
1000)
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Figure 6.12: Multisine signal and its power spectral density
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6. Evaluation of excitation subsystem

Figure 6.12 depicts the shape of the multisine signal and its PSD with different
distributions of frequencies (equally spaced, binary and decimal).

The amplitude of PSD with equally spaced frequency components shows equal
distributions of 8 components of multisine, nearly to 0.284 µW/Hz that it can
be written as M x (0.8 xAk)2/2Rf1 (Figure 6.12(a)). The same levels of PSD of
binary rated frequency components of multisine (0.284 µW/Hz) (Figure 6.12(b))
and the same average power equals to 2.25 10−5W are obtained.

The average power of decimal distributions of frequencies is 0.04 Watts which
is approximately equal to 4x(0.4 xAk)2/2R: Only three frequency components
(fi=1000; 10000; 100000; 1000000) contain equal level of PSD (Figure 6.12(c)).

Table 6.3 summarizes various parameters that describe the energy spread of various
multisine signals that differ from the type of frequency distributions.

Table 6.3: Comparison of multisine signals in terms of energy metrics and
time

Frequency
distribution

CF
Average
power (µW)

Energy
E (µJ)

Energy
efficiency (%)

Time (ms)

Equally spaced 3.07 22.5 2.27 100 101
Binary 2.24 22.5 2.22 99.99 98.6
Decimal 2.79 45.0 4.54 99.93 101

Acceptable results could be obtained in case of less sparse frequency distributions
as equally spaced one but it represents the drawback of no coverage the whole
frequency bandwidth.

It is desirable to use reduced components number of sine waves to inject higher
power into the system. We can conclude that generating a multisine with reduced
number of sinusoidal components with decimal distributions of frequency compo-
nents is the most appropriate as it allows high power in a wide frequency range .

Figure 6.13(a) shows that only a finite set of frequency are excited: there is no
loss of energy between higher harmonics. A leakage effect is greatly appeared
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Figure 6.13: Multisine signal and its power spectral density
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6. Evaluation of excitation subsystem

when increasing the applied noise level which deteriorates the measurement results
(Figure 6.13(c), 6.13(d)).

6.2.6 Binary multifrequency

The binary multifrequency signal has a reduced time factor as the measurement
process is running in parallel at several frequencies. Furthermore, it can be easier
generated and results in a higher excitation power compared to multisine waveform
[108].
The mathematical model of multifrequency binary signal is given by the expression
below:

x(t) = sign(
N∑
k=1

Ak sin(2π fkt+ φk)) (6.45)
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(a) Equally spaced distribution

(b) Binary distribution (c) Decimal distribution of frequencies

Figure 6.14: Binary-multifrequency signals with 4 sine wave components and
its power spectral density

We proceed with the same steps mentioned on the previous section, only we define
the mathematical model as the signum function of the multisine signal. The shape
of binary-multifrequency signal consisting of four sine wave components and its
PSD with different distributions of frequencies is shown in Figure 6.14.

Binary-multifrequency signal provides higher excitation power (around 0.36 mW)
compared to the multisine with 4 components of sine waves. However, part of
the power is wasted between higher harmonics. The level of PSD is variable and
does not exceed 10µW/Hz in both equally spaced (Figure 6.14(a)) and binary
distributions of frequencies (Figure 6.14(b)). On the other side, the PSD level is
almost constant and presents less power losses in case of binary-multifrequency
with decimal frequencies distributions (Figure 6.14(c)). As well as we noticed in
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6. Evaluation of excitation subsystem

the case of multisine, it is more beneficial to use a low number of components since
less wasted power are figured in higher harmonics (Figure 6.14(c)).

Table 6.4 summarizes the CF, energy, average power and energy efficiency of sev-
eral binary-multifrequency signals in different frequencies distributions. Almost
the same amount of the average power is delivered. The lowest energy efficiency
is illustrated in case of equally spaced distribution of frequency.

Table 6.4: Comparison of Binary-multifrequency signals in terms of energy
metrics and time

Frequency
distribution

CF
Average
power (mW)

Energy
(µJ)

Energy
efficiency (%)

Time
(ms)

Equally
spaced

1.00 0.359 36.65 57.34 101

Binary 1.00 0.360 36.35 82.67 98.6
Decimal 1.00 0.360 36.36 77.98 101

Figure 6.15 depicts that nearly the same power spectrum shape is provided for the
three SNR values. It turned out that binary-multifrequency signal with decimal
frequency distribution is preferable, although the spread of energy between the
undesired frequency range. When decreasing the noise’s level (Figure 6.15(b),
6.15(c) and 6.15(d)), the binary-multifrequency provides low error in a very noisy
environment.
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(a) without noise

(b) SNR = 100dB (c) SNR = 20dB

(d) SNR = 0dB

Figure 6.15: Binary multifrequency with decimal distribution and its power
spectral density
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6.2.7 Maximum length sequence (MLS)

The maximum length sequence (MLS) is generated using a shift register with n
stages. The MLS is a periodic signal with the period of TMLS=(2n-1)Ts where Ts
is the clock duration. The optimal value of the sampling frequency is Fs=0.44/f
where f = 1 MHz is the maximum frequency of interest [40]. It is recommended
to use high number of samples N=2n-1 as the SNR is increased by a function of
N leading to high measurement time. In this study, N is set at 1023. Hence, n is
equal to 10 bits.

The MLS signal with amplitude “A” has an average power across 1 kΩ load:
Pavg = A2

R
= 0.36 mW and a power spectral density (PSD) P = A2

R
(N+1)
N2

sin(kπN)2

(kπN)2

Figure 6.16(a) shows that the power spectrum follows the envelope of sin(F )2

F 2 . It
reaches the maximum value at the first component given by A2 (N+1)

N2R
and reduces

to zero at fk = kFs for k = 1, 2, 3,. . . , n. Therefore, MLS spectrum presents a not
flat spectrum. In addition, MLS signal has low energy efficiency which corresponds
to only 67.23%. But we cannot neglect the fact that MLS has few advantages as
any Binary signals such as simplicity of generation and unity crest factor.

The MLS signal has the shape of sin(f)/f function. So that an important part
of energy is distributed out of the frequency band of interest for the both cases
(Figure 6.16(b), Figure 6.16(c)). The difference is that the second one is more
disturbed by noise as higher level of error is introduced to the input signal. This
characteristic of MLS power spectrum is tampered off in case of the lowest SNR
(Figure 6.16(d)).

From these simulations, it can be concluded that deterministic signals are preferred
to the noisy signals because they results in smaller measurement errors
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(a) Without noise

(b) SNR = 100dB (c) SNR = 20dB

(d) SNR = 0dB

Figure 6.16: MLS signal generated by 10 bits shift register and its power
spectrum

.
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6.3 Comparative study of different excitation sig-
nals

A comparative study between different kinds of excitation signals in terms of
various properties such as CF values, average power, total energy, energy efficiency,
power spectrum shape, acquisition time and hardware complexity are summarized
in Table 6.5.

Table 6.5: Comparison of selected excitation signals in term of energy metrics
and time

Signal
Type

SNR
(dB)

Crest
Factor

Average
Power
(mW)

Total
Energy
(µJ)

Energy
Efficiency

(%)

Power
Spectrum
Shape

Acquisition
Time
(ms)

Sine
100 1.41 0.18 0.02 100

Discrete
0.101 (one

measurement
time)

20 1.62 0.18 0.02 99.2
0 2.91 0.36 0.04 56.26

Binary
Sine

100 1.00 0.36 0.04 82.07
Discrete

0.101 (one
measurement

time)
20 1.19 0.36 0.04 81.78
0 2.79 0.73 0.07 43.79

Multisine
100 2.79 0.01 4.54 99.93

Discrete 10120 3.06 0.04 4.59 99.14
0 4.68 0.09 9.07 59.80

Binary
Multi-

frequency

100 1.00 0.36 36.35 82.67
Discrete 98.620 1.40 0.36 35.85 82.13

0 4.25 0.72 71.19 51.09

Linear
Chirp

100 1.43 0.18 0.02 98.85
Continuous
Fluctuating

0.10120 1.68 0.18 0.02 98.12
0 2.53 0.36 0.04 62.48

Sigrum
Chirp

100 1.00 0.36 0.04 85.20
Continuous
Fluctuating

0.10120 1.27 0.37 0.04 84.75
0 2.75 0.73 0.07 54.67

MLS
100 1.00 0.36 0.16 67.23

Continuous
Fluctuating

0.4520 1.33 0.36 0.16 66.57
0 2.91 0.70 0.32 33.5
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Comparing the crest factor of studied excitation signals (Figure 6.17), the high-
est ones are given by the multisine (CF=4.68) and the binary multifrequency
(CF=4.25), in the worst case of noise (SNR = 0dB).

Figure 6.17: Crest factor variation for selected excitation signals

Figure 6.18 depicts the variation of the energy efficiency of selected excitation
signals, when applying different levels of noise. When varying the SNR from 100
dB to 20 dB, the excitation signals have the same results. However, in the worst
case of noise which corresponds to 0 dB, the energy efficiency deceases dramatically
to approximately the half for all selected excitation signals. In particular, MLBS
signal and Binary signal have the lowest energy efficiency δE = 33.5% and δE =
43.5%, respectively.
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Figure 6.18: Energy efficiency variation for selected excitation signals

The comparative study of the influence of the noise on the energy efficiency and
the crest factor has proven that the sine wave, the linear chirp and the binary
chirp have the higher energy efficiency and the low crest factor. However, the sine
wave requires long measurement time which is not preferable for real time systems
(Table 6.5).

The requirements for a portable bioimpedance spectrometer are the high energy
efficiency, low crest factor and short measurement time. The crest factor is better
achieved in case of the signum chirp signal compared to the linear chirp (Table 6.5).
As a conclusion, the most suitable excitation signals that fulfill the requirements
of portable bio-impedance spectrometer is the binary chirp.

To validate the performance of the enhanced Howland current source selected in
the chapter 3 connected to the studied excitation signals; we compute the flatness
and the error which are defined in the third chapter. After varying the load from
100 Ω to 10 kΩ, in increment of 1 kΩ, errors of the enhanced Howland current
source connected to various excitation signals are simulated (Figure 6.19).
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Figure 6.19: Output current variation for binary chirp

On the other side, flatness are given when we fix the load at 4004 Ω through a wide
range of frequency between 1 kHz and 1 MHz. Simulation results show that errors
at 1 kHz and at 1 MHz are respectively 0.023% and 0.018%. While the flatness
is lower than 0.001%. Same low errors are provided in each excitation signal for
both low and high frequencies. These results are nearly the same as experimental
results obtained for the sine signal. The errors at 1 kHz and at 1MHz are respec-
tively 0.021% and 0.017%, while the flatness is 0.043%.

As a conclusion, simulations of the VCCS connected to different excitation signals
has been made and the computation of flatness and errors were carried out. From
these simulations, we conclude that binary chirp input is the most pertinent signal
as it provides also the lowest flatness of the Enhanced Howland current source
circuit.
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7. Conclusion

Bioimpedance spectroscopy is very useful as a safe and non-invasive technique. β
-dispersion frequency range, from kHz up to 1MHz, is very important because it
allows getting comprehensive information about the state of a biological tissue.
This is why it is important to realize measurements in this full range with a high
accuracy.

The accuracy of the excitation current can greatly affect the quality of the mea-
surement results and the amplitude level should fulfill the safety requirements.
Getting a stable and safe injected current below than 0.5 mA for load impedances
changing from 100 Ω to 10 kΩ remains a challenge for the design of the current
source. Stable and accurate excitation current requires a high output impedance,
which is not fulfilled by a lot of current sources structures.

A big focus of this thesis is the design of a high accurate excitation current source
with high output impedance fulfilling both technical for bioimpedance measure-
ments and medical requirements for patient safety.

Different current source types in current-mode and voltage-mode approaches are
compared for usability in bioimpedance measurement systems. As current-mode
sources require custom fabrication and market available sources don’t fulfill the
requirements, the interest in this thesis remains on the voltage-mode approach.

The voltage-mode current source can be classified in two main types depending
on the load connection: floating load and grounded load. Due to the instability
and the accuracy losses of the floating load type, we conclude that the grounded
load type is more suitable for biomedical measurements.

The most important structures for grounded load type are the Howland and the
Tietze topologies. These circuits are evaluated by simulations after the choice of
suitable configuration and components. The Tietze and dual configuration with
negative feedback have the lowest error of the output current and the highest
output impedance. The improved Howland circuit in dual configuration with a
negative feedback has thereby a higher efficiency with its simple structure, higher
accuracy and better stability than other configurations. Based on experimental
investigations, we suggest an improved circuit in inverting dual configuration with
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a negative feedback using compensated operational amplifiers. This allows realiz-
ing a current injection in the range lower than 0.5 mA even at higher frequencies
up to 1 MHz with large load up to 10 kΩ. This is not easy to realize with other
structures.

Nevertheless, the performance of the Howland circuit is strongly related to the
performance of the chosen operational amplifiers. The resistors are required to be
closely matched and the operational amplifier is chosen with a high common mode
rejection ratio, high open loop gain, low input bias current and low input noise
voltage density. At high frequencies, the main limitation is the presence of the
stray capacitances. To cancel their effects, many solutions could be applied such
as the generalized impedance converter, the negative impedance converter and
the external compensation. The addition of gain compensation capacitor shows a
good performance at high frequencies until 1 MHz.

The choice of suitable operational amplifiers is important for the performance of
the current source in voltage mode. After a pre-selection of interesting opera-
tional amplifiers, a deep investigation was carried out. It included simulations and
experimental investigations to show especially the behavior at the limits of the
frequency and measurement range. At low frequencies, the compensated opera-
tional amplifier AD8021 has slightly larger error than uncompensated operational
amplifier AD8041. For high frequencies up to 1 MHz, AD8021 has smaller error
around 0.02% than 0.2% for AD8041. In addition, the flatness for the compensated
amplifier (0.05%) is smaller than the uncompensated amplifier (0.2%). Thereby,
the compensated operational amplifier AD8021 has the best performance, not only
the errors at 1 MHz, but also the worst flatness.

With the realized accuracy of the designed voltage controlled current source, one
decisive pre requisite for portable bioimpedance measurement system is achieved.
The characterization and real time monitoring of biological materials and patient
health state require also short measurement time and low power consumption.
These requirements are directly related to the type of excitation signal for portable
multi-frequency impedance device in the medical field.

In order to select the appropriate excitation signal for the bioimpedance system,
a comparative study of the signal’s parameters was carried out. In this study, we
investigated different excitation signal types in order to select the suitable time
saving excitation signals for a portable impedance measurement system. Only
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periodic excitations were chosen, so that leakage problems can be avoided in fre-
quency domain analysis and higher SNR can be obtained.

A comparison of different signals was carried out, while respecting the constraints
on the system including time, energy efficiency, cost and ease of generation and
at the same time guarantying the safety of the patient by limiting the current’s
magnitude. Thereby, it is important also to consider the influence of noise, because
it is unavoidable in an electronic system.

To consider the trade-off between the reconstructed signal’s quality, the time con-
sumption and the hardware complexity, the signal’s parameters (the number of
samples and the sampling rate) are optimized when applying different levels of
noise. Based on optimized parameters, a comparative study of the energy effi-
ciency and measurement time of different excitation signals leads to the selection
of binary chirp signal. It is a suitable excitation signal due to its short mea-
surement time about 100 µs, low crest factor lower than 2.8 and higher energy
efficiency higher.

To validate the performance of the designed voltage controlled current source with
the studied excitation signals, the error and the flatness are simulated. Simulation
results show that the designed enhanced Howland current source excited by the
binary multifrequency signal has low error and flatness in the whole frequency
range.





A. Apendix: Sine fitting algorithm

Considering the sinusoidal model defined by M data points

yi = A sin(2π fti + φ) (A.1)

Where φ is the initial phase and f is the frequency. We consider the phase φ to be
a random variable uniformly distributed in an interval with length 2π.
This signal is affected by an additive Gaussian white noise assumed to be zero-
mean with variance σ2. Additionally, it is supposed that the noise is not correlated
with the sine signal.

yi = A sin(2π fti + φ) + ei (A.2)

The estimation of the noisy signal parameters is obtained by the following expres-
sion:

X = (DTD)−1DTY (A.3)

Where: X = [a b]T is the estimated parameters vector, Y = [y1 y2 . . . yn]T is the
sample vector and D is a matrix given by:

D =


cos(ωt1) sin(ωt1)

... ...
cos(ωtn) sin(ωtn)

 (A.4)

Consequently, the fitted amplitude and the relative amplitude error can be deter-
mined as:

Afit =
√
a2 + b2 (A.5)

εA = ‖A− Afit‖
A

(A.6)

The inverse matrix DT D is given by:



DTD =


∑n−1
i=0 cos(ωti)2 ∑n−1

i=0 cos(ωti) sin(ωti)
... ...∑n−1

i=0 cos(ωti) sin(ωti)
∑n−1
i=0 sin(ωti)2

 (A.7)

Since the samples cover an integer number of signal periods the off-diagonal ele-
ments are zero leading to the following equation:

DTD =
∑n−1

i=0 cos(ωti)2 0
0 ∑n−1

i=0 sin(ωti)2

 (A.8)

If the two summations in (A8) are null the matrix will be singular and thus non-
invertible. To prevent this, the phase should satisfy the following expression:

wti 6=, kπ with k = 1, 2. . . (A.9)

For at least one sample with w= 2πf and using (14), we obtain:

Fs
f
6= 2
k

(A.10)

This relation is always true since we respect Shannon theorem.



B. Apendix: Chirp fitting algorithm

We define the following noisy chirp signal model by

yi = A sin(2π(f0ti + (ffin − f0)
Tch

t2i
2 ) + φ) + ei (B.1)

where A is the amplitude, Kch = (ff in−f0)
Tch

is the rate chirp, f0, ffin and Tch are
respectively the initial frequency, the final frequency and the chirp duration, φ is
the phase and the error ei is a sequence of random variables with null mean and
standard deviation σ. The noisy chirp can be also written as

u(t) = a cos(α0tn + β0t
2
n) + b sin(α0tn + β0t

2
n)) (B.2)

where:

α0 = 2π f0 (B.3)

β0 = π
ffin − f0

Tch
(B.4)

a and b can be obtained by solving the following expression:

X = (DTD)−1DTY (B.5)

Where:
Y = [y1 y2 . . . yn]T is the sample vector and the matrix D is defined as follow:

D =


cos(α0t1 + β0t

2
1) sin(α0t1 + β0t

2
1)

... ...
cos(α0tn + β0t

2
n) sin(α0tn + β0t

2
n)

 (B.6)

As well as the previous work, the estimated amplitude and the relative amplitude
error are given by:

Afit =
√
a2 + b2 (B.7)



εA = ‖A− Afit‖
A

(B.8)



C. Apendix: Multisine fitting algorithm

The M data points of the multisine signal is given by

yi =
N∑
k=1

Ak sin(2π fkt+ φk) (C.1)

Where N, Ai, fi and φi denote respectively the number of multisine components,
the fundamental amplitudes, the frequencies and phases Equation (A19) can be
rewritten as a sum of sine and cosine as below:

yi =
N∑
k=1

ak cos(2π fkti) + φk + bk sin(2π fkti) (C.2)

Thus, ak and bk are obtained by solving the following equation

X = (DTD)−1DTY (C.3)

Where:

D =



cos(2πf1t1) sin(2πf1t1) ... cos(2πfN t1) sin(2πfN t1)
cos(2πf1t2) sin(2πf1t2) ... cos(2πfN t2) sin(2πfN t2)

... ... ... ...
cos(2πf1tn) sin(2πf1tn) ... cos(2πfN tn) sin(2πfN tn)

 (C.4)

The estimated amplitudes and the corresponding relative amplitude errors are
defined as:

Akfit =
√
a2
k + b2

k (C.5)

εAk
= ‖Ak − Akfit‖

Ak
(C.6)



After presenting the main terms related to the thesis and the theoretical compu-
tations needed in the following sections. The next chapter reviews the features of
different excitation signals established in bio-impedance measurement systems.
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Thesen
• In order to fulfill the requirements for different bioimpedance applications

in the medical field, an excitation signal in the frequency range covering the
beta dispersion range should be provided by the measurement system.

• The use of a current excitation is very important to guaranty patient safety
during bioimpedance measurement, even if the tissue impedance changes in
a big range. This is because current range is critical for patient safety.

• Challenging features of high accurate voltage controlled current source are
stable output current and high output impedance independently of the load
changes in the whole beta-dispersion range.

• Current sources in “voltage mode approach” are more suitable than current
sources in “current mode approach” for bioimpedance measurement with
variable impedance values.

• Grounded load type is more safe for use in biomedical field and provides a
better circuit’s stability than the floating load type.

• Howland topology has the advantage of structure simplicity and some limi-
tations because of its sensitivity to resistor mismatching.

• For a high quality of VCCS both circuit structure and component’s choice
are critical. The components should have with small tolerance and op-amps
should fulfill a high common mode rejection ratio, low input bias current,
low input offset voltage and wide bandwidth.

• By addition of gain compensation capacitors, the influence of stray capaci-
tances can be compensated. The results show a good performance at high
frequencies until 1 MHz.

• The influence of noise should be considered in the design of the measurement
system in both electronic design and selection of excitation signals. This is
because different signals show different sensitivity to noise.



• To consider the trade-off between the reconstructed signal’s quality, the time
consumption and hardware complexity, the signal’s parameters which are the
number of samples and the sampling rate should be optimized.

• Binary mutifrequency signals are suitable for bioimpedance spectroscopy due
to the simplicity of generation, the low crest factor equal to one and the
higher average power which is about 0.36 mW.
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