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Abstract

Energy consumption is a major concern in Wireless Sensor Networks (WSNs) re-
sulting in a strong demand for energy-aware communication technologies. In this
context, several unequal cluster-based routing protocols have been proposed. How-
ever, few of them adopt energetic analysis models for the calculation of the optimal
cluster radius and several protocols can not realize an optimal workload balance
between sensor nodes.
In this scope, the aim of the dissertation is to develop a cluster-based routing protocol
for improving energy efficiency in WSN. We propose a Fuzzy-based Energy-Aware
Unequal Clustering algorithm (FEAUC) with circular partitioning to balance the
energy consumption between sensor nodes and solve the hotspot problem created
by a multi-hop communication. The developed FEAUC involves mainly four phases:
An off-line phase, a cluster formation phase, a cooperation phase and data collection
phase. During the off-line phase, an energy analysis is performed to calculate the
radius of each ring and the optimal cluster radius per ring. The cluster formation
phase is based on a fuzzy logic approach for the cluster head (CH) selection. The
cooperation phase aims to define an intermediate node as a router between different
CHs. While, in the data collection phase, transmitting data packet from sensor
nodes to their appropriate CHs is defined as an intra-cluster communication, and
transmitting data from one CH to another until reaching the base station, is de-
fined as an inter-cluster communication. The feasibility of the developed FEAUC
is demonstrated by elaborating comparison with selected referred unequal cluster-
ing algorithms considering different parameters, mainly, the energy consumption,
battery lifetime, time to first node shuts down (FND), time of half of nodes off-line
(HND) and time to last node dies (LND).
Although, the developed FEAUC is intended to enhance the network lifetime by
distributing the large load of CH tasks equally among the normal nodes, running
the clustering process in each round is an additional burden, which can significantly
drain the remaining energy. For this reason, the FEAUC based protocol has been
further developed to become a fault tolerant algorithm (FEAUC-FT). It supports the
fault tolerance by using backup CHs to avoid the re-clustering process in certain
rounds or by building further routing paths in case of a link failure between different
CHs.
The validation of the developed FEAUC in real scenarios has been performed. Some
sensor nodes, powered with batteries, are deployed in a circular area forming clus-
ters. Performance evaluations are carried out by realistic scenarios and tested for
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a real deployment using the low-power wireless sensor node panStamp. To com-
plete previous works, as a step of proof of concept, a smart irrigation system is
designed, called Air-IoT. Furthermore, a real-time IoT-based sensor node architec-
ture to control the quantity of water in some deployed nodes is introduced. To this
end, a cloud-connected wireless network to monitor the soil moisture and tempera-
ture is well-designed. Generally, this step is essential to validate and evaluate the
proposed unequal cluster-based routing algorithm in a real demonstrator. The pro-
posed prototype guarantees both real-time monitoring and reliable and cost-effective
transmission between each node and the base station.

Keywords: Wireless sensor networks, energy consumption, load balancing, optimal
cluster radius, circular partitioning, fuzzy logic, test-bed implementation, fault
tolerance, IoT.



Kurzfassung

Der Energieverbrauch ist ein Hauptanliegen in drahtlosen Sensornetzwerken (WSNs),
was zu einer starken Nachfrage nach energiebewussten Kommunikationstechnolo-
gien führt. In diesem Zusammenhang wurden mehrere ungleiche clusterbasierte
Routing-Protokolle vorgeschlagen. Allerdings verwenden nur die wenigsten ener-
getische Analysemodelle für die Berechnung des optimalen Cluster-Radius, und
mehrere Protokolle können keine optimale Auslastungsbalance zwischen Sensor-
knoten realisieren.
In diesem Zusammenhang ist es das Ziel der Dissertation, ein clusterbasiertes
Routing-Protokoll zur Verbesserung der Energieeffizienz im WSN zu entwickeln.
Wir schlagen einen Fuzzy-basierten Energy-Aware Unequal Clustering-Algorithmus
(FEAUC) mit zirkulärer Partitionierung vor, um den Energieverbrauch zwischen
Sensorknoten auszugleichen und das durch eine Multi-Hop-Kommunikation entste-
hende Hotspot-Problem zu lösen. Der entwickelte FEAUC umfasst hauptsächlich
vier Phasen: Eine Offline-Phase, eine Clusterbildungsphase, eine Kooperationsphase
und eine Phase der Datensammlung. Während der Offline-Phase wird eine En-
ergieanalyse durchgeführt, um den Radius jedes Ringes und den optimalen Cluster-
Radius pro Ring zu berechnen. Die Clusterbildungsphase basiert auf einem Fuzzy-
Logik-Ansatz für die Clusterkopf (CH)-Auswahl. Die Kooperationsphase zielt
darauf ab, einen Zwischenknoten als einen Router zwischen verschiedenen CHs zu
definieren. In der Datensammelphase wird die Übertragung von Datenpaketen von
Sensorknoten zu ihren entsprechenden CHs als eine Intra-Cluster-Kommunikation
definiert, während die Übertragung von Daten von einem CH zu einem anderen CH
bis zum Erreichen der Basisstation als eine Inter-Cluster-Kommunikation definiert
wird. Die Machbarkeit des entwickelten FEAUC wird durch die Ausarbeitung eines
Vergleichs mit ausgewählten referenzierten ungleichen Clustering-Algorithmen
unter Berücksichtigung verschiedener Parameter demonstriert, hauptsächlich des
Energieverbrauchs, der Batterielebensdauer, der Zeit bis zum Abschalten des ersten
Knotens (FND), der Zeit, in der die Hälfte der Knoten offline ist (HND) und der Zeit
bis zum letzten Knoten stirbt (LND).
Obwohl mit dem entwickelten FEAUC die Lebensdauer des Netzwerks erhöht wer-
den soll, indem die große Last der CH-Aufgaben gleichmäßig auf die übrigen Knoten
verteilt wird, stellt die Durchführung des Clustering-Prozesses in jeder Runde eine
zusätzliche Belastung dar, die die verbleibende Energie erheblich entziehen kann.
Aus diesem Grund wurde das auf FEAUC basierende Protokoll zu einem fehlertole-
ranten Algorithmus (FEAUC-FT) weiterentwickelt. Er unterstützt die Fehlertole-
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ranz durch die Verwendung von Backup-CHs zur Vermeidung des Re-Clustering-
Prozesses in bestimmten Runden oder durch den Aufbau weiterer Routing-Pfade
im Falle eines Verbindungsausfalls zwischen verschiedenen CHs.
Die Validierung des entwickelten FEAUC in realen Szenarien ist durchgeführt wor-
den. Einige Sensorknoten, die mit Batterien betrieben werden, sind in einem kreis-
förmigen Bereich angeordnet und bilden Cluster. Leistungsbewertungen werden
anhand realistischer Szenarien durchgeführt und für einen realen Einsatz unter Ver-
wendung des drahtlosen Low-Power-Sensorknoten panStamp getestet. Zur Vervoll-
ständigung früherer Arbeiten wird als Schritt des Proof-of-Concept ein intelligentes
Bewässerungssystem mit der Bezeichnung Air-IoT entworfen. Darüber hinaus wird
eine IoT-basierte Echtzeit-Sensorknotenarchitektur zur Kontrolle der Wassermenge
in einigen eingesetzten Knoten eingeführt. Zu diesem Zweck wird ein mit der
Cloud verbundenes drahtloses Netzwerk zur Überwachung der Bodenfeuchtigkeit
und -temperatur gut konzipiert. Im Allgemeinen ist dieser Schritt unerlässlich, um
den vorgeschlagenen ungleichen clusterbasierten Routing-Algorithmus in einem
realen Demonstrator zu validieren und zu bewerten.Der vorgeschlagene Prototyp
garantiert sowohl Echtzeit-Überwachung als auch zuverlässige und kostengünstige
Übertragung zwischen jedem Knoten und der Basisstation.

Schlagwörter: Drahtlose Sensornetzwerke, Energieverbrauch, Lastausgleich, opti-
maler Clusterradius, zirkuläre Partitionierung, Fuzzy-Logik, Prüfstandsimplemen-
tierung, Fehlertoleranz, IoT.
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CHAPTER 1

Introduction

1.1 Motivation and problem statement
Internet of Thing (IoT) is nowadays of high interest in several fields of science and
technology including the smart home, precision agriculture and e-health [1–3]. In
particular, Wireless Sensor Networks (WSNs), are thereby gaining importance as
enabling technology for monitoring and decision making [4, 5]. With numerous
sensors deployed and ubiquitous in various applications, WSNs become significantly
complex as they integrate many functionalities aiming to satisfy the applications
requirements. This includes the ability of sending and receiving data in real-time,
which requires mainly sophisticated analysis tools as well as a sufficient amount
of energy to ensure the communication within the network. A WSN is composed
of a base station (BS) and a number of sensor nodes, where data is gathered and
transmitted to the base station. Sensor nodes are maybe powered with limited
energy sources, basically small batteries, which are difficult to recharge or to change,
specially in a large field or in inaccessible positions such as underwater monitoring
[6, 7].

In this context, various energy conservation techniques have been introduced as
enabling technologies to boost the network efficiency and operability. The distributed
capability of sensors is very important, since the data transmission presents the most
consumed task in a WSN. Uploading data directly from a sensor node to the BS
may result in long communication distances and degrades the energy of nodes. It
is therefore interesting to use local processing as much as possible to minimize the
data to be transmitted by each node to the sink.

For these reasons, hierarchical routing protocols have been introduced as energy
efficient network protocols [8, 9]. They, basically, implement clustering approaches
to organize nodes into sub-regions. As seen in Fig. 1.1, in each region, one node is
selected as a cluster head (CH), which collects data packets from its cluster members
and transmits them to the sink node or to the BS using single-hop or multi-hop
communication schemes. By shorting the distance between the source and destina-
tion nodes, the energy consumption is reduced and the overall network lifetime is
enhanced.

In several cluster-based routing protocols, the communication between a sensor node
and its corresponding CH or between a CH and the BS is assumed to be a single-hop.

1



2 Chapter 1 Introduction

Base station

Cluster head

Sensor node

Intra-cluster communication
Inter-cluster communication

Figure 1.1: A cluster-based routing model.

This kind of communication is suitable only for a network with small area size or for
a network with a few number of sensor nodes [10]. CHs far away the BS deplete their
energy faster than others. To avoid this issue, multi-hop communication schemes can
be applied [8, 11]. As seen in Fig. 1.1, CHs are used as intermediate nodes for other
CHs. Since the energy consumption is proportional to the square of the distance,
decreasing the distance between the source and destination nodes reduces the overall
consumed energy significantly. In this case, the consumed energy between different
CHs is balanced.

However, the CHs closer to the BS have an extra overload by an enormous traf-
fic, since the data of the whole network is transmitted through them to the sink
node. Thereby, they are prone to deplete their batteries earlier than other CHs,
which is commonly defined as the hotspot problem. Furthermore, these nodes die
early and the network can be isolated. For this reason, unequal sized clustering
schemes, where the size of cluster is reduced from one hop to another from the BS,
are advantageous in large area networks [8, 9]. To this end, the design of a new
unequal clustering algorithm for WSNs, which can considerably balance the energy
consumption among all clusters and achieve a noticeable improvement on the net-
work lifetime is highly required. Thus, minimizing the intra-cluster communication,
defined as the communication between a CH and its cluster members, can improve
the bandwidth utilization and reduce the overhead.

The number of clusters is a promising factor affecting the energy efficiency of the
unequal clustering. As the number of clusters becomes larger, the distance between
CHs and their cluster members is shortened. Nevertheless, the energy consumed by
the CHs increases proportionally to the number of clusters. Therefore, considering
the optimal number of clusters is a key issue in a WSN, which is highly taken into
account in this dissertation.



1.2 Thesis focus and main contributions 3

Additionally, WSNs are subject to different failures including hardware or software
failures, power depletion, poor communication connectivity and harmful attacks.
Thus, fault tolerant technique is introduced as another key issue in WSNs. Moreover,
the most existing unequal cluster-based routing protocols support the fault tolerance
technique by performing the re-clustering process, which consists on changing the
CH at periodic intervals by fixing a threshold value. In this case, the additional
communication overheads are reduced and the total number of transmitted packets
is minimized leading to the extension of the network lifetime. For this reason,
avoiding the re-clustering in some time has a great impact to conserve the consumed
energy needed for the selection of CHs.

Numerous unequal clustering algorithms have been used in the literature to investi-
gate the energy efficiency [12, 13]. However, there is a very limited research available
on the practical implementations for cluster-based routing protocols. It is important
to evaluate any proposed protocol on real hardware by considering real obstacles
and real environment conditions.

1.2 Thesis focus and main contributions
The network lifetime is challenging due to the high demand of energy for the data
transmission process. Thus, this work is mainly devoted to develop a novel energy-
aware fuzzy-based unequal clustering protocol, to balance the energy consumption
between different nodes in the network. In this respect, the main contributions of
this thesis are summarized in the following points:

• An energy analysis model is developed aiming to determine the optimal num-
ber of clusters and the optimal cluster radius before the node deployment. To
ensure a full coverage, the optimum unequal clustering (FEUAC) approach
uses a circular partitioning model rather than a rectangular model.

• A non-probabilistic CH selection using a fuzzy logic system is used, where
the node residual energy, node centrality and node density are considered to
compute the fuzzy cost of CHs.

• An energy efficient cooperative communication method is developed to pre-
vent long haul transmissions between CHs. A relay node is selected to forward
the data from its appropriate CH to another CH within its transmission range.

• A real test-bed implementation for the developed FEAUC protocol is carried
out. A comparison of the real implementation to simulation in terms of network
residual energy and total received packets at the BS is investigated in this work.

• A dynamic autonomous energy consumption measurement circuit based on
shunt resistor is designed to measure in real time the residual energy in each
battery.

• Since sensor nodes are prone to faults, the developed FEAUC supports the
fault tolerant technique. To this end, a backup CH is selected when the residual
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energy of the primary CH is not enough to run the current round leading to
reduce the consumed energy during the re-clustering process. Moreover, the
inter-cluster fault tolerant technique consists on building a backup routing
path in case of link failure between CHs from different rings.

• A smart irrigation system (Air-IoT) is designed as a proof of concept to validate
the efficiency of the developed FEAUC in a real environment. A real-time IoT-
based sensor node architecture to monitor both soil moisture and temperature
is developed to adjust automatically the watering schedule.

1.3 Thesis outline
The thesis is structured in seven chapters as depicted in Fig. 1.2. In Chapter 1, the
motivation of using unequal clustering protocols for energy balancing is described.
This chapter introduces the problem statement, main contributions and focus of the
entire thesis. Then, Chapter 2 illustrates a detailed overview of energy constraints
and available energy conservation techniques in WSNs. Cluster-based routing
protocols are presented as a promising approach to improve the energy efficiency in
WSNs. Indeed, a deep study of clustering approaches is provided including their
objectives, attributes, challenging factors affecting them and performance metrics.
The importance of the determination of the optimal size of a cluster is discussed.

Chapter 3 is intended as a survey of recent unequal cluster protocols, which are
classified according to the CH selection to three categories, namely, random-based,
deterministic-based and preset-based algorithms. A detailed description for each
category is given with relevant related works. Afterwards, a comparative study to
discuss different defined algorithms is provided.

Chapter 4 deals with the development of the novel fuzzy-based energy aware
unequal clustering protocol, where the shape of the network is considered as circle.
Aspects related to the FEAUC are explained, mainly the network model, the energy
analysis and the working principle. Obtained results are elaborated and compared
with some referred unequal clustering algorithms. A comparison with similar works
in the literature is performed. In addition, a comparison between the elaborated
FEAUC with and without applying the fault tolerant technique is illustrated.

A test-bed implementation of the developed unequal clustering protocol is carried
out in Chapter 5 to evaluate its efficiency on real hardware. Experimental results
obtained with the wireless node panStamp are analysed and compared to the simu-
lation results. Afterwards, to evaluate the proposed FEAUC in real cases, a smart
irrigation system is designed in Chapter 6. A real-time IoT-based sensor node archi-
tecture is proposed to adjust automatically the watering schedule for some deployed
nodes.

Finally, Chapter 7 summarizes the main results of this work. In addition, conclusions
and future trends are provided.



1.3 Thesis outline 5

Introduction

Theoritical background

State of the art of
unequal clustering

Chapter 1

Chapter 2

Probabilistic

Random

Hybrid

Deterministic

Weight

Fuzzy

Heuristic

Compound

Preset

Offline phase Cluster formation
phase

Cooperative
communication phase

Data collection
phase

algorithm algorithm algorithm

FEAUC: Fuzzy-based Energy
Aware Unequal Clustering

BCH-based
fault tolerance

Back-up routing
path

FEAUC-FT

Experimental validation of FEAUC

Investigtion on
energy measurement

Test-bed implementation
of FEAUC

Smart irrigation syystem
using FEAUC

Conclusion

Chapter 3

Chapter 4

Chapter 5

Chapter 6

Chapter 7

Appendix A

Appendix B, C

Figure 1.2: Thesis structure.





CHAPTER 2

Theoretical background

A wireless sensor node consists of a sensing unit for collecting physical data from
surrounding and converting it to digital values, a processing unit used for data
treatment and storage, a communication unit used for exchanging data packets
between different sensor nodes or the end-user and a power unit used for supplying
the sensor node [14]. Fig. 2.1 presents the general architecture of a sensor node.
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Figure 2.1: Sensor node architecture [15].

However, the main limitation of such architecture is the power source unit. Having a
limited amount of energy can affect the network performance, lifetime and the Qual-
ity of Service (QoS) [16]. Changing batteries becomes difficult and even impossible
in some scenarios such as in harsh environment [17, 18], where the accessibility and
maintenance are costly and limited. For this reason, many efforts have been made to
minimize the energy consumption of sensor nodes and extend their useful lifetime
by adopting various approaches at different levels [8, 9, 15, 19, 20]. An auxiliary
solution is to harvest the energy from the ambient or to use rechargeable batteries
[21–24].

In this chapter, a detailed overview of energy constraints and available energy
conservation techniques in WSNs is described. Cluster-based routing protocols are
presented as a promising approach to improve the network energy efficiency.

2.1 Sources of energy losses during communication
Energy-constraint is a challenging feature for WSNs [15, 25, 26]. Generally, sensor
nodes consume energy while sensing, processing, transmitting or receiving data.

7
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This can be defined as useful power consumption. Fig. 2.2 illustrates an estimation-
based energy consumption model for a wireless sensor node [27], which declares
that the communication unit is the most energy consuming part. For this reason, it is
crucial to develop energy saving methods during the communication process.

8 %
Actuation6 %

Sensing

14 %

Logging

10 %

Transcient

12 %

Processing

50 %

Communication

Figure 2.2: Components of energy consumption in WSNs.

However, nodes can consume the power in a inefficient way. To deal with the
problem, major sources of energy dissipation need to be identified. Data are travelled
from one node to another via the radio propagation, which is sensitive to various
energy issues mostly the data collision, interference, idle listening and overhearing
[15, 28, 29].

Data collision [15, 30–32] is considered as a primary source of energy dissipation
during the data transmission. As shown in Fig. 2.3(a), this issue happens when two
or more nodes attempt to send a data packet at the same time over the same channel.
These packets have to be discarded and re-transmitted after certain time leading to
energy loss and additional costs in terms of time execution and workload. In this
context, it is important to define a scheduler to organize the transmission of packets
between different nodes with a strict synchronization leading to reduce the number
of communicated packets and therefore, the energy dissipated.

Another issue for energy losses during the data transmission is called overhearing
[33], which is described in Fig. 2.3(b). It happens when a source node transmits a
message and some nodes within its communication range can listen to the broadcast
packet while they are not the intended recipient of the broadcast. As a consequence,
neither the corresponding node receives the desired packet nor does the erroneous
receiver get a coherent data. The packet should be re-transmitted to the right
destination. Node dissipates effort in receiving a data packet destined for another
node.

Data communication is based on radio signal propagation model, which is suscep-
tible to various issues such as diffraction, wave attenuation and reflection. In this
case, the affected signal needs to be re-transmitted many times via different paths
until reaching the destination node, leading to additional energy utilisation. Nodes
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can receive the transferred data packet, but they can not use it since they can not
decode or extract it. This can be defined as an interference problem [34, 35], which is
depicted in Fig. 2.3(c).
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Sender Receiver

Collision

(a)

Undesired

Undesired

Receiver Sender

(b)

Receiver 1 Sender 2

Receiver 2
Sender 1

(c)

Sender

Receiver

Listner

(d)

Figure 2.3: Energy consumption issues during data transmission: (a) Packets collision
(b) overhearing (c) interference (d) idle listening.

As seen in Fig. 2.3(d), the idle listening occurs when a node is active but no data
is transmitted, processed or received by the sensor node [36, 37]. To avoid that,
the radio needs to be off when there is no data to send or to receive and it should
be restarted as soon as the new packet is ready for the transmission. In this way,
nodes switch between active (receive, transmit) and sleep states periodically. This
can be defined as a state transition or duty cycle [38]. In fact, it can save the available
amount of energy for each node and consequently extends the network lifetime.

According to this study, it is important to design intelligent and up-to date solutions
to minimize the energy consumption of a node during the data transmission process
in a way to conserve the energy consumption of the entire network as well as the
network lifetime [36, 39, 40].

2.2 Energy saving techniques
After identifying the major sources of energy losses during the data communication,
it is important to highlight the developed techniques used by numerous scholars to
avoid such issues. A comprehensive review on energy saving schemes is described in
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[15]. As depicted in Fig. 2.4, these techniques are mainly classified into four segments:
Duty cycling, routing protocols, data-driven and mobility-driven approaches.
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Figure 2.4: Energy saving schemes in WSNs.

Duty cycling techniques define the time during which a node is operating [38, 41].
They are used to manage the active and sleep states of a transceiver in order to
check the power consumption during the transmission process. The non-structured
transmissions and receptions lead to power losses. To manage and reduce that, the
routes between nodes should be well-defined and monitored. A satisfactory routing
protocol is highly required to extend the network lifetime. Data-driven techniques
can decrease the number of messages to be sensed, treated and transferred to the
destination node or to the BS. Mobility-driven approaches can provide, generally,
a high amount of energy for a mobile node with specific capabilities leading to
decrease the distance between different nodes in the network.

2.2.1 Duty-cycling

Duty cycling is introduced as one of the most energy efficient reduction techniques,
which is based on turning off the node most of the time and wakes up it only if
needed or at scheduled moments [38, 41]. Generally, this technique can be divided
into three categories: Topology control, sleep/wake-up and MAC protocols [15].
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The topology control technique can not only extend the network lifetime but also
maintains the network connectivity by setting the density of nodes and the needed
transmitting power to send or receive a data packet to another or from a node,
respectively [42]. Herein, the number of deployed nodes is not well managed, which
overloads the network in case of adding new or useless nodes. Moreover, this
technique ensures the surveillance of message dissemination in an effective form by
offering good modelling for energy efficient multi-casting and broadcasting. It can
be divided into two classes: Location-driven and connectivity-driven. The location-
driven approach determines the state of the node either in active or in sleep mode
and assigns which node to wake up and when exactly depending on the location of
such node, which is known previously. The connectivity-driven approach is used
to activate and deactivate dynamically a sensor node to ensure a full coverage and
maintain the network connectivity.

Sleep/wake-up protocols decrease basically the period that a radio still remains in
the idle mode [43]. They can be divided into three categories: On-demand, scheduled
rendezvous and asynchronous protocols [15]. In the case of on-demand protocols,
a sensor node is turned on only if it receives a message from its neighbours. By
using multiple radios with low data rate and transmission power, the sleeping node
can be informed with possible nodes attempting to communicate with. For the
scheduled rendezvous protocols, all the sensor nodes are periodically active for
a determined interval of time, and then they are turned off until the upcoming
rendezvous. All nodes need to be synchronized ensuring the interoperability at
the same time. Asynchronous protocols present an alternative solution for the
duty-cycling, which enable nodes to select their own time to wake-up and to sleep.
Therefore, when a node is able to communicate with other nodes, it picks out a time
to wake-up. This scheme allows each node to check independently its wake-up/sleep
time frames.

The third category of duty-cycling technique consists on using efficiently the channel
access. The Medium Access Control (MAC) protocols [44] are introduced to organize
the communication between a node and each node in the same network or in other
networks by fixing a transmission time for each node. The MAC protocol avoids
the data collision by providing channel access and addressing mechanisms. The
Time Division Multiple Access (TDMA) divides the time axis into different frames
with specific size. Each frame is defined by a fixed number of time slots [45]. Slots
are assigned to nodes for sending or receiving data, and when there is no activity,
the node radio goes to sleep. A node can transmit data only in its pre-assigned
time slot. Thus, this method avoids the interference from neighbouring nodes.
Embedded channel access functionalities with a sleep/wake-up strategy is defined
as contention-based protocols, which consist basically on the Carrier Sense Multiple
Access (CSMA) or Carrier Sense Multiple Access/Collision Avoidance (CSMA/CA)
[46]. In the CSMA, each node should listen to the channel before transmitting its
data. When the channel is busy, the node has to delay its access and retry the same
procedure until the channel becomes free. At this moment, it is able to transmit its
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data. The use of the CSMA forces nodes to be awake to listen to the channel, which
increases their energy consumption. This technique is not useful for the high density
network. Hybrid MAC protocols combine TDMA and CSMA protocols admitting to
variable traffic models [47]. They use some important information such as routing
plans and the list of neighbours from superior layers to enhance their performance.
These protocols eliminate the overhearing problem caused by the neighbouring
nodes and control the channel access. Zebra Media access Control (Z-MAC) protocol
presents an example of hybrid MAC protocols, which allows the network to work at
low data load as in CSMA and at high network traffic as in TDMA [48].

2.2.2 Data-driven approaches

Data-driven schemes can be classified, depending on the issue that they address.
Data reduction approaches are used in case of useless or redundant data, and data
acquisition approaches are used to reduce the consumed energy during the sensing
process [49]. Despite they have different principles, both approaches attempt to
decrease the sent messages to the sink node.

Data reduction schemes reduce the size of data to be sensed, processed and transmit-
ted to the sink node by converting it to a smaller entity, which can be decoded by the
sink leading to decrease the energy consumption of the network. These schemes can
be classified into three categories: Data compression, in-network processing and data
prediction [50]. Data compression technique aims to compress the sensed data by
the node itself or by an aggregator node. Then, only the needed data is transmitted
to the destination. When the received data are decompressed by the sink node,
various methods can be carried out such as Kalman filter, lossless compression and
adaptive model selection [51–53]. The in-network processing technique performs
data aggregation at the relay node, which is used to gather data from different nodes
and deliver it to the sink node in a single packet. Thus, the amount of data is reduced
and then the consumed energy is decreased. Data prediction technique focuses on
the abstraction of the sensed data. It predicts the generated values from the sensor
node within a certain error, and generates two instance models; one in the sink node
and the other one at the related source node. Once the used prediction model is
accurate, the sink can answer any query issued by the user, without communicating
to the source node and has the exact value. In case of having inaccurate prediction
model between sink and sensor nodes, the used model needs to be updated. Thus,
using data prediction techniques can reduce the amount of message delivered from
the source node to the sink and thus the required energy for the communication is
reduced as well.

On the other side, data acquisition schemes are used to reduce the energy consump-
tion during the sensing process by decreasing the data samples. These schemes
are divided into three techniques: Hierarchical sensing, adaptive and model-based
sampling [54]. In the first technique, sensor nodes need to be heterogeneous, i.e.
equipped with different types of sensors. By selecting dynamically which class
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to activate, this technique provides a balance between data accuracy and energy
conservation. Adaptive sampling approaches minimize the amount of data packets
to be acquired from the receiver node using spatial or temporal correlation. This
approach is mostly used in centralized network, where the sink node needs a high
computational effort to process all the received data from different sources. The
third technique is based on model-driven approaches by building a model for the
sensed event on a sample data to forecast the upcoming data. So, the amount of
messages to be delivered to the sink node is reduced and thereby the consumed
energy is decreased as well.

2.2.3 Mobility-driven approaches

Generally, the mobility of sensor nodes can be performed in two ways; either by
placing the node in a mobile element or by installing a mobilizer in the node itself
[55]. Since the mobilizer is energy consuming, adding the mobility in WSNs leads to
a higher energy consumption. For this reason, the mobilizer can be installed only on
nodes with less energy constrained compared to other normal nodes. In this case,
the mobility is absolutely attached to heterogeneous network, where sensor nodes
have different capabilities.

In the second case, all the sensor nodes in the network are putted onto mobile entities
or a number of them are mobile and others are stationary. Therefore, both ways
do not need extra energy consumption overhead because of adding the mobility
aspect. However, it is necessary to consider the mobility pattern during the network
planning and design.

Using the mobility of nodes in WSNs ensures a full network coverage and connectiv-
ity. For example, in a large scale area, mobile nodes can reach all isolated nodes. In
case of hardware distortion and physical obstacles, deploying random nodes can be
insufficient to cover a specific field as expected. For example, using aircraft can be a
good solution to gather data and to cover all the nodes in the network. Besides, the
mobility can be used, in some cases, to re-arrange the network and avoid the split-
ting, in a way that all nodes are well-connected. Therefore, the network lifetime is
prolonged. Moreover, the mobility presents an efficient technique for minimizing the
energy consumption. In fact, sensor nodes use multi-hop communication schemes to
reach the sink node. So, the nodes closer to the sink are used as intermediate nodes.
They are overloaded with several packets and their energy is depleted quickly. In
this case, a mobile node can be used to collect data from normal nodes and then the
consumed energy from different nodes can be uniformly distributed. The energy of
ordinary nodes can be saved due to less contention overhead and link errors. In both
cases, the mobile entity can be a mobile sink or a mobile relay. Generally, mobile
sinks and relays are used to inform nodes with their new positions and to gather
data from multiple sensors.
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2.2.4 Routing

As a valuable energy conservation technique, routing protocols [56] aim to select
the best reliable shortest path between the BS and nodes in the same network (inter-
network) or between or across networks (intra-network). In a large scale network,
some nodes are likely out of the transmission range of the sink node. Besides, the
number of sensor nodes is not stable. Sometime, new nodes are added to the network
and others are dead, thus can affect the network topology. So, routing a message
through other nodes is essential to cover all the area. Depending on the design
constraints for each network structure, different routing protocols can be developed
including flat (data centric), hierarchical (clustering) and location-based (geographic)
routing [57].

Source node

Base station (Sink)

Figure 2.5: Flat-based routing process.

Flat routing protocols are called also data centric protocols [56] in where all nodes
have the same role, and they communicate together to perform various sensing tasks.
As seen in Fig. 2.5, the node source transmits its data packet to a specific node called
sink. From the beginning, the sink node sends queries to nodes within the same
sensing area and then still waiting for data from nodes located in the selected area.
The intermediate nodes aggregate data from multiple sources within the deployment
region and forward the collected data toward the sink. Thus, the transmission of
data is reduced and the redundant data is avoided, and so, the energy of the whole
network is saved. Numerous protocols are designed such as Sensor Protocol for
Information via Negotiation (SPIN) [58], Direct Diffusion [59], Rumor Routing [60].

Location-based routing protocols, known also as geographic routing protocols, use
the information about the location of nodes instead of its associated network address.
As depicted in Fig. 2.6, each source node knows the geographic position of its
destination and it is not provided with the position of the entire network. Generally,
these protocols are used to locate the position of sensor nodes and, thus, calculate
the distance between two known nodes. To compute the nearest neighbouring node
distance, two techniques can be applied; either using the incoming signal strengths
or the Global Positioning System (GPS) [61]. Then, the relative nodes coordinates can
be determined via exchanging information between each others. Some query packets
need to be transmitted to a precise region of interest. It helps to avoid the problem
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of route discovery and therefore minimizing the routing overhead. Many protocols
have been implemented in the literature including Geographical and Energy Aware
Routing (GEAR) [62] and Greedy Perimeter Stateless Routing (GPRS) [63].

Source node

Base station (Sink)

Figure 2.6: Location-based routing process.

The traditional routing protocols (flat and location-based) are not sufficiently optimal
in terms of energy efficiency and load balancing [15, 57]. Hierarchical (cluster-
based) routing is introduced as an energy-efficient communication protocol [8].
As presented in Fig. 2.7, it depends on three kind of nodes defined as follows:
Normal Nodes (NN), CH and BS. In fact, NNs sense the environment, get data, and
forward it to their associate CHs, which aggregates in its turn data from its cluster
members. The main objectives of hierarchical routing is manage efficiently the
energy consumption of the whole network. In addition, to minimize the amount of
transmitted packets from the CH to BS, the clustering may include data aggregation
and fusion techniques, which can reduce the overload as well as the packets loss.

CH

CH CH

CH

Base station

(Sink)

Figure 2.7: Cluster-based routing process.

2.3 Cluster-based routing protocols
After providing a deep review on the most energy conservation techniques in WSNs,
this chapter focuses also on the theory and fundamentals related to the development
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of cluster-based routing protocols as one of the most promising and effective solution
for the network energy reduction. Their characteristics can be summarized in the
taxonomy given in Fig. 2.8, including cluster attributes, challenging factors affecting
clustering algorithms and their performance parameters.

Features of clustering schemes

Clustering attributes Challenging factors Performance parameters

Cluster
propertiesCH properties

Clustering
process

Entire
proceeding

Objectives

Coverage

Node
deployement

Node
heterogeneity

Connectivity

Load balancing Energy efficiency

Data reliability Failure recovery

Delay efficiency Network lifetime

Figure 2.8: Features of cluster-based routing protocols.

2.3.1 Clustering attributes

As depicted in Fig. 2.9, clustering attributes can be divided into cluster properties,
CH properties, clustering process characteristics and entire proceeding of the algo-
rithm. A detailed description of different clustering attributes is discussed in this
section.

• Cluster properties

Defining the properties of a cluster is important in the clustering process. As seen in
Fig. 2.9, the characteristics of a cluster can be split into four subsets: Variability of the
cluster count, uniformity of the cluster size, intra-cluster and inter-cluster routing.

Cluster count: The number of clusters can be fixed or variable depending on the
application requirements. In some applications, the set of CHs are predetermined in
advance and the number of CHs is fixed. In other applications, the CHs are selected
randomly and so the number of these CHs are variable.

Cluster size: It can be classified into two categories: Equal or uniform and unequal
or non-uniform size cluster. In equal clustering, all the formed clusters have the
same size, while in unequal clustering, the size of cluster is variable and it is defined
based on the distance to the BS. More details about the unequal clustering is given
in section 2.4.

Intra-cluster routing: Transmitting a data packet from a cluster member to its
corresponding CH is defined as an intra-cluster communication. It includes two
classes: Single-hop and multiple-hop intra-cluster connectivity. For the single-hop,
all the normal sensor nodes transmit its data directly to the associate CHs while in
multi-hop, they use a relay node to forward data to the corresponding CH.

Inter-cluster routing: The inter-cluster communication involves the data transmis-
sion between different CHs. Every CH forwards the collected packets and its own



2.3 Cluster-based routing protocols 17

Clustering attributes

Entire proceed-
ing of algorithm

Algorithm phases

Clustering process

CH selection
parameters

Nature

Clustering methods

CH properties

Role

Mobility

Difference of
capabilities

Cluster properties

Inter-cluster routing

Intra-cluster routing

Cluster size

Cluster count

Figure 2.9: Taxonomy of clustering attributes in WSNs.

packet to the BS either directly, called single-hop communication scheme or through
an intermediate CH, defined as a multi-hop communication scheme. Generally,
multi-hop communication is used for large scale WSNs.

• Cluster process properties

Clustering methods: There are three methods of clustering, which are centralized,
distributed and hybrid ones. In centralized techniques, the CH is selected by the BS
or by a super node based on different parameters such as the residual energy, distance
to the BS, number of hops. In this case, the number of CHs is pre-defined. Once a
CH is selected, it remains static for the complete network lifetime. Generally, these
approaches are used for small-scale networks. In distributed clustering methods,
there is no central node, which controls the entire network operation. For each cluster,
the node that satisfies specified conditions is selected as a CH independently of other
nodes in the network. When another cluster member fulfils the requirements of
being a CH, it announces itself as a new CH and the previous CH becomes a normal
node. The selection of a CH is dynamic, which gives an equal chance for all nodes
to be a CH, thus, the energy consumption of nodes in the network can be balanced.
Hybrid methods present a combination of centralized and distributed approaches.
In this case, distributed methods are used to ensure the coordination between CHs,
while centralized methods are used to help CHs to establish individual clusters.
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Nature: The clustering process can be proactive, reactive or hybrid. In proactive
routing, also known as table-driven routing, each node continuously keeps directing
information up-to-date to any other node in the network. The routing data is
transmitted through the network building a routing table. The data transmission
happens without delay, if the route was already in place before the arrival of the
traffic. Otherwise, traffic packets needs to wait in the queue until the node receives
the routing data that matches its destination. Different proactive protocols are
developed such as Wireless Routing Protocol (WRP) [64], Cluster-head Gateway
Switch Routing (CGSR) [65], Destination Sequenced Distance Vector (DSDV) [66]
and Optimized Link State Routing protocol (OLSR) [67]. However, the table-driven
routing protocols are not appropriate for wide-area networks, because each entry of
a node needs to be managed in the routing table. This involves more overhead in
the routing table, which increases the bandwidth usage.

In reactive protocols, also known on-demand routing protocol, a node starts a
routing discovery or a routing activity at the network only when it needs to transmit
a data packet to another node. Once the node builds a route to active destinations,
a maintenance process is carried out to adjust the established route until it is no
longer needed or the destination node can not be reached. Various reactive protocols
are proposed such as the Ad-hoc On-demand Distance Vector routing (AODV) [68],
Associativity-Based Routing (ABR) [69], Dynamic Source Routing (DSR) [70] and
Signal Stability Routing (SSR) [71]. Hybrid routing protocols combine the merits
of proactive and reactive routing protocols by getting data periodically as well as
information about any threshold surpass. According to the application requirements,
the route discovery fashion is assigned. Each path manner has some ups and downs.
They are related to the time critical responses, data reports gathering, complexity,
overhead, etc.

• CH properties

Difference of capabilities: Clustering methods can be homogeneous or heteroge-
neous. They called homogeneous, when nodes have the same capabilities such as the
initial energy, transmission range, communication and computation resources. In
this case, CHs are selected randomly or via defined criteria. While, in heterogeneous
schemes, nodes have different performances and nodes with more capabilities are
selected as CHs.

Mobility: Clustering methods can be stationary or mobile. In stationary clustering,
CHs are placed in fixed positions and clusters are stables. However, in mobile
clustering, CHs are mobile and cluster members are changed dynamically. Thus, a
continuous maintenance of clusters is required.

Role: A CH receives data from its cluster members, aggregates the collected data
and forwards it directly to the BS or via another CH or a relay node in case of the
multi-hop communication.
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• Entire proceeding of algorithm

In general, cluster-based routing algorithms often include four stages: CH selection,
cluster formation, data aggregation and data transmission. The network schedule is
split into different rounds of fixed periods. Each round includes two phases, namely,
setup phase and steady-state phase. The CH selection process is performed during
the setup phase. The steady-state phase attempts to aggregate data and ensures the
data communication. For this reason, this phase is divided into different frames. In
each frame, the sensor nodes transmit their data to the corresponding CH, which
forwards it to the BS. The timing diagram of these two phases can be more explained
in Fig. 2.10.

CH
selection

Cluster
formation

Data
aggregation

Data
transmission

Setup phase Steady-state phase

Cluster formation round Data transmission round

Round

Figure 2.10: Phases of cluster-based routing in one round.

• Objective of clustering

Scalability: In a real-world scenario, sensor nodes can be deployed in a large number
ranging from hundreds to thousands [2] depending upon the requirement of the
application. Hierarchical architecture gives the adaptability in a large scale WSN by
partitioning the detecting field into different layers and each layer is again partitioned
into a number of clusters. This prompts to expand the scalability and decreases the
extent of the routing table.

Data aggregation fusion: The main goals of this method is to reduce the number
of data to be transmitted and avoid excess transmission. In cluster-based routing
schemes, CH collects data from its cluster members and forwards it to the BS directly
or through some relay nodes. Thus, the number of transmitted messages as well as
the aggregate load of the system are reduced.

Increased lifetime: As sensor nodes are energy constrained, increasing the network
lifetime is vital for real time applications. Selecting a CH with high capabilities can
reduce the intra-cluster communication as well the consumed energy.

2.3.2 Challenging factors affecting cluster-based routing protocols

One of the most important aims behind designing a WSN is to ensure a successful
data communication while involving the network longevity and preventing the
degradation of the connectivity by using or developing energy efficient management
methods. In this context, cluster-based routing protocols are considered as one of
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the most significant techniques for the energy saving. For this reason, it is important
to study the factors that influence the design of such protocols. These factors can be
described in details in this section.

• Coverage

It can be defined as the number of nodes used to control an area by their sensing
capabilities. Since sensor node has a short communication range, it can only cover a
small area. For this reason, the network coverage can affect the network performance.

• Node deployment

The deployment of sensor nodes is defined by the requirement of the application
and the available circumstances, which have effects on the productivity of a routing
protocol. The node deployment can be either randomized or deterministic. In the
random node deployment, an optimal clustering algorithm is important to prevent
the connectivity abasement and to ensure a full network coverage. Indeed, the
right position of the CH and the sink node can provide an energy efficient network
operation. In deterministic deployment, nodes are manually placed at fixed positions
and the routing paths are preset.

• Node/Link heterogeneity

In numerous cluster-based routing algorithms, nodes are assumed to be homoge-
neous, i.e, having the same communication range, initial energy and computation
and processing capabilities. However, according to the application requirements,
each sensor node is responsible for a specific function and can integrate multiple
sensors. WSN can include sensor nodes with various characteristics. Different types
of antennas and sensing devices result in various communication and sensing areas.
Nodes have variant computing power, i.e, speed of microcontroller, size of memory.
Some of them are battery-powered and other have unlimited power source. Sev-
eral technical problems related to the data routing can be increased by the use of
heterogeneous nodes.

• Connectivity

This factor depends on the random distribution of nodes. High node density pre-
cludes sensor nodes from being completely isolated from each other. Therefore, they
are expected to be highly connected.

2.3.3 Performance parameters

To evaluate the efficiency of a cluster-based routing protocol, some performance
metrics need to be considered as follows:

• Load balancing

It refers to divide the workload between two or more nodes in the network. Since
the CH aggregates data coming from all nodes within the same cluster, it consumes
more energy compared to cluster members. In homogeneous networks, where all
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nodes are powered initially with the same amount of energy, selecting a new CH
is required to balance the overall energy consumption. However, in heterogeneous
networks, where CHs are powered with an external source or powerful batteries, it
is useless to speak about the load balancing metric.

• Energy efficiency

The efficacy of a cluster-based routing protocol depends mainly on the energy
efficiency parameter, which is crucial to maintain the network sustainability. To
evaluate the performance of any clustering algorithm, it is important to determine
the residual energy of the overall network or the consumed energy of each node.
The most challenging issue in WSNs is how to reduce the consumed energy of a
node while performing its assigned responsibilities and maintaining the network
functionality.

• Data reliability

It refers to packet losses, which can be often affected by the multi-path fading,
interference, etc. A major check for assessing the reliability is the amount of received
data at the sink node [72]. Some applications related to the personal security such
as medical and military applications [73] require a very high reliability. In contrast,
agricultural applications may need a comparatively low network reliability. In
this context, the success of any cluster-based routing protocol is depending on the
transmission of data from the source node to the destination without any loss. Eq.
2.1 defines the packet losses ratio.

Packet loss ratio =
Number of lost packets

Number of received packets
(2.1)

• Failure recovery

This characteristic is important, mainly, in critical applications. Some algorithms are
equipped with CH failure recovery by using a backup CH to replace the primary
CH in case of faults [74] and avoid the losses of sensed data. Although the addition
of such kind of CHs can add extra costs, it is highly demanded in some applications
[75] to have the precise data.

• Delay efficiency

Data need to be delivered within a certain period. This performance metric can be
evaluated by the parameter "End to end delay", defined in eq. 2.2. It indicates the
duration required by a source node to transmit a data packet to the receiver node.

End to end delay (sec) = ∑
Time to receive a packet-Time to transmit a packet

Total number of packets
(2.2)

Multi-hop communication schemes can be used to shorten the distance between
sensor nodes. Thus, for each hop, an aggregation delay is added. Reducing the
energy can lead to extra delays, which is not appropriate for real-time applications.
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• Network lifetime

The network lifetime is considered as one of the most critical performance factor,
especially for unattended networks. Indeed, this metric depends significantly on
the lifetime of an individual node. However, there is no general agreement for
the definition of the network lifetime. It can be defined according to the number
of alive nodes, coverage, connectivity and application requirements. One of these
definitions is the time during which all nodes are alive. Authors in [76] consider
three parameters to estimate the network lifetime, which are First Node Dies (FND),
Half of the Nodes Die (HND) and Last Node Dies (LND). The FND factor considers
the death of the first node as the end of the entire network lifetime. The HND metric
emerges from the point that the death of the network is indicated by the energy
drainage of the half of the nodes. The LND factor indicates all nodes in the network
are dead. Another definition relies on the network coverage as a measure of how
well the network is recognized by the deployed sensor nodes. However, even having
a full coverage is not enough to ensure the operability of the network when the
aggregated data are not transferred to the gateway. The network lifetime can be also
defined based on the network connectivity, which indicates how well each sensor
node is connected to other nodes.

2.4 Unequal clustering
This section is devoted to define in details the unequal clustering. Cluster-based
routing protocols are designed to extend the overall network lifetime by reducing the
number of exchanged messages and the distances between nodes to be overloaded
by certain messages. Cluster members transmit their sensed data to the appropriate
CH, which forwards the received packets to the BS using single-hop or multi-hop
communication schemes. Therefore, CHs consume more energy than cluster mem-
bers due to the additional load, leading to an uneven energy consumption in the
network. As seen in see Fig. 2.11(a), when CHs communicate directly with the BS,
a high amount of energy is consumed because the needed energy for the signal
propagation increases proportionally with the square of the distance between the
transmitter and receiver up to a defined threshold distance and after that it will be
power of four.

On the other hand, several clustering protocols use the multi-hop communication
as an energy efficient solution because it shortens the distance between CHs and
the base station, which can balance the consumed energy between different CHs.
However, as seen in Fig. 2.11(b), CHs closer to the BS have extra overload by
enormous traffic, since the data of the whole network are transmitted through them.
Thereby, they are prone to deplete their batteries earlier than other CHs, which is
commonly defined as hot spot problem. Furthermore, these nodes die early and the
network can be isolated.

To overcome this problem, unequal clustering algorithms are introduced. As de-
picted in Fig. 2.12, the size of cluster is reduced from one hop to another from the
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BS

Cluster member CH

(a)

BS

Cluster member CH

(b)

Figure 2.11: Inter-clustering: (a) Single-hop, (b) multi-hop.

BS. As equal clustering, unequal clustering aims to reduce the energy consumption
of the deployed nodes, but it has some additional objectives such as load balancing
and hotspot problem avoidance.

BS

Cluster member CH

Figure 2.12: Architecture of unequal clustering.

The number of clusters is an important driver affecting the energy efficiency of the
clustering process. As the number of clusters becomes larger, the distance between
CHs and their cluster members is shortened. Nevertheless, the energy consumed by
the CHs increases proportionally to the number of clusters. Therefore, considering
the optimal number of clusters is a key issue in a WSN. For this reason, it is valuable
to study this issue in section 2.5.

2.5 Determination of optimal number of clusters
Determining the optimal number of clusters in a deployed network is important to
enhance the energy efficiency of the clustering scheme. However, some parameters,
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presented in Table 2.1, can affect this process including radio model, network and
clustering levels.

Table 2.1: Factors affecting optimal number of clusters

Level Parameters

Radio model
Energy model
Sensing model

Network

Node density
Transmitter and receiver circuit
Sensing field size
BS location
Single-hop and multi-hop

Clustering CH and BS distance

2.5.1 Radio model level

The parameters affecting the determination of clusters number in the radio model
are as follows:

• Energy model

The type of the used energy model can affect highly the optimal number of clusters
in a network. It is significant to select the appropriate energy model. Generally, there
are four models that can be used [77–80]. The most used one [77] is described in Fig.
2.13. In this model, the transmitter dissipates the energy to run the radio electronics
in order to transmit and amplify the signal. While the receiver runs electronics’
circuitry to receive signals. It consists of two different radio models: Free space and
multi-path fading channel. When the distance between the sender and the receiver
is less than the threshold value d0, the free space model (d2 power loss) is adopted.
Otherwise, for large distance transmissions, the multi-path fading channel model
(d4 power loss) is used.

Transmit
Electronics

Tx
Amplifier

l · Eelect l · ε f s · d2

ETx(l,d)

l bit packet

Receive
Electronics

l · ε f s · d2

l · Eelect

l bit packet

d

Figure 2.13: Radio energy dissipation model.
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To transmit l bit message to a receiver over a distance d, the energy consumed by the
transmitter ETx(l,d) and by the receiver ERx(l) are:

ETx(l,d) =

{
l · Eelect + l · ε f s · d2 if d < d0

l · Eelect + l · εamp · d4 if d > d0
(2.3)

and
ERx(l) = l · Eelect (2.4)

where Eelect presents the energy required for one-bit to run over the transmitter’s or
receiver’s circuitry. The parameters ε f s and εamp are defined as the energy consump-

tion factors for, respectively, free space and multi-path radio models. d0 =
√

ε f s
εamp

.

• Sensing model

The distance between the BS and CH varies with the change of the sensing model.
Generally, sensing models can be classified into deterministic disk and probabilistic
disk models. In the first one, the sensing is carried out only in an area of a disk with
a given radius Rs. In the second model, the probability P(xi,yi) of detecting an event
depends on the distance between the node Si and the access point P with coordinates
(xi,yi). As seen in Fig. 2.14, different sensing areas can be defined, where Rε defines

Rs + Rε

Rs − Rε

Rs

Rε

Rε

Figure 2.14: Probabilistic disk sensing model.

the uncertainty value in detection. The probabilistic coverage Cxi,yi(Si) of a point P
is described in eq. 2.5

Cxi,yi(Si) =


1 if R < Rs − Rε

exp(−w(d(Si,P)− (Rs − Rε))β) if ∈ [Rs − Rε, Rs + Rε]

0 if R > Rs + Rε

(2.5)

Based on the probability function defined in eq. 2.5, the distance between the CH
and BS is easily determined.
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2.5.2 Network level

In the network level, different parameters can affect the determination of the optimal
number of clusters such as the node density, transmitter and receiver circuit, sensing
field size, BS position and the type of communication schemes.

• Node density

Authors in [81] performed an experimental analysis to prove that lower densities
(≈ 250− 375km2) results on larger cluster size. For higher densities (≈ 400− 500km2),
the optimal cluster size is one-hop.

• Transmitter and receiver circuit

In [82], an analytical study shows that the optimal size of cluster is independent of
the energy consumption of the transmitter circuitry ETx. However, it can be changed
by the energy consumption of the receiver electronics ERx, which presents one of the
major parameters to perform the clustering.

• Sensing field size

As mentioned in [82], the size of sensing field has no impact on the optimal number of
clusters only under certain situations like the energy consumption of the transmitter
circuitry is smaller than the one on the receiver, the BS is positioned inside the sensing
area and the wireless communications depend on the free space radio propagation
model. Otherwise, the optimal number of clusters can be greatly changed according
to the number of sensor nodes kopt = f (N). When the shape of the network is square
or circular, the optimal number of clusters is defined as kopt = τ

√
N, where τ ≤ 1.

• Base station position

When the BS is placed in the centre of the sensing area, the optimal number of
clusters becomes large. However, when it is located outside the sensing field, the
optimal number of clusters decreases dramatically.

• Single-hop and multi-hop communication

The single-hop communication has great influences on the determination of the
optimal number of clusters because the energy consumption value during the data
transmission is proportional to the square of the distance between the sender and
receiver nodes.

2.5.3 Clustering level

Regarding the cluster level, the distance between the CH and BS influences the
selection of the optimal cluster size. This distance depends on the type of sensing
model and the size of the sensing area.

To conclude this section, the energy conservation is the primary problem in WSNs
because of the limited available power supply to sensor nodes. As explained in this
chapter, the clustering is an energy-efficient technique since it reduces the number
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of sensor nodes involved in a long-distance communication. Nevertheless, sensor
nodes are susceptible to failure due to various factors such as the energy limitation
and environmental risks, which can degrade the network lifetime. Fault tolerance is
therefore another long-term challenge for WSNs.

2.6 Fault tolerant WSN
This section is devoted to identify the sources and types of faults in WSNs, and
define the techniques used to overcome such issue. Sensor nodes become faulty
and problematic for various reasons including the hardware and software failure,
environmental impacts and malevolent assaults. The faulty packet is transmitted to
the sensor node or to the BS, which can reduce the precision of decisions taken by
the BS.

2.6.1 Faults sources

Failures can occur for various reasons. Firstly, sensor nodes can fail because of the
depletion of batteries or the destruction of the hardware due to certain external
events such as the landslide or rainfall. Secondly, links are susceptible to faults [83],
which cut down the connectivity between nodes in the network. Thus, the network
topology is changed dynamically. This kind of faults happens either temporarily or
permanently due to the occurrence of obstacles or objects between the transmitter
and receiver nodes or to unattended environmental factors. Therefore, the received/-
transmitted data packet can be damaged or lost. Thirdly, faults especially the packet
loss arises when there is an error in the data transmission or network congestion.
The congestion occurs when a sensor node has an insufficient bandwidth or the
network has more data traffic than its capacity [84]. Therefore, the network service
quality can be damaged, leading to the corruption of incoming data and the network
partition.

2.6.2 Fault types

Several methods are defined to classify the fault types, which can be classified ac-
cording to the time span, the inherent reason or the behaviour of the malfunctioning
unit [83, 85]. Therefore, faults can be divided into two classes, as seen in Fig. 2.15,
including the behaviour-based and time-based faults [85].

The behaviour-based fault can be split into two categories, namely hard and soft
faults. The hard fault can be defined as a permanent fault in which the sensor node is
unable to communicate with the rest of the network due to failures of some hardware
modules such as the communication module, transceiver module and the energy
depletion of the source unit [83]. In the case of soft faults, a sensor node can operate
continuously generating random erroneous information. Therefore, it is difficult to
detect or predict this kind of fault [86].
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Fault types

Behaviour-based classification Time-based classification

Soft fault

Hard fault

Parmanent fault

Temporary fault

Intermittent fault

Figure 2.15: Faults classification.

For the time-based fault, faults can be categorized according to the time span as
permanent, temporary or intermittent [87]. A permanent fault occurs when a fault
intends to remain unchanged indefinitely. A temporary fault happens when a fault
lasting for only a limited period. When a fault takes place at irregular intervals, not
continuous or steady, it is called intermittent fault.

2.6.3 Fault tolerance techniques

Numerous fault tolerance techniques are developed to handle various kind of faults
in different layers of the protocol stack [85, 88]. Therefore, through this section,
the most existing techniques are introduced to build a clear overview about fault
tolerant issues. To this end, two criteria are involved including the source of faults
and the time at which this technique is activated. Therefore, those strategies can be
classified as proactive and reactive techniques as seen in Fig. 2.16.

In the case of proactive technique, the sensor node uses its existing resources sensibly
and proactively to prolong the network lifetime and avoid the occurrence of faults.
Thus, the faults are detected before happening.

Depending on the source of faults, proactive techniques are divided into node-based

Fault tolerance techniques

Proactive technique

Node Network

Energy Data

SchedulingClustering

Backbone CH

Path
Connectivity
maintenance

Bridge
protection

Reactive technique

Node Network Holistic

Sleep Path Connectivity
restoration

Multi-path

Path
recalculation

Backup
path

Node
relocation

Relay node

Figure 2.16: Taxonomy of fault tolerant techniques in WSNs.
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and network-based categories [87]. The first category consists of energy-based
and data-based fault methods. The energy-based fault aims to extend the network
lifetime by involving clustering and scheduling algorithms. One of the most used
data fault tolerance methods is the transmission of a data packet twice and then the
received two packets are compared for error identification. For the network-based
proactive technique, it includes the path and connectivity maintenance strategies.
This method uses relay nodes to ensure the data transmission through different paths.
Therefore, the data redundancy is increased and the network faults are prevented.

Reactive techniques wait the occurrence of the faults and once a fault happens, a
recovery process is launched to treat the fault. Furthermore, these techniques can be
divided depending on the fault source into node-based, network-based and holistic-
based strategies. The first strategy is used to recover faults by turning off for example
the backup node when a fault occurs. For the network-based reactive strategy, it
uses multi-paths, backup paths or establishes new paths to recover the link or the
network failure. In addition, some node can be relocated or some new extra nodes
can be added to the network in order to restore the network connectivity. As for the
holistic-based reactive strategy, it can handle both node and network-based faults.
Therefore, it gives a full fault tolerance for different types of faults.

2.7 Measurement methods for node energy consumption
Since the energy consumption is the primary key of this dissertation, this section is
devoted to describe the existing measurement methods for a wireless sensor node.
To this end, several techniques can be applied to measure the energy consumption
of a sensor node, namely simulation-based measurement, experimental-based mea-
surement and software probe-based measurement [89–96]. Fig. 2.17 presents the
taxonomy for the measurement methods.

Energy measurment methods

Simulation-based
methods

Experimental-based
methods

Software probe-based
methods

Figure 2.17: Classification of existing energy measurement methods.

The fundamental concept of the simulation-based measurement model is to use
simulation tools including NS3 [90], TOSSIM [91], WSNet [92] to estimate and
analyze the power consumption of the operating node (see Annex C). Indeed, this
approach relies on certain parameters defined from the experiments. The simulations
are performed under ideal circumstances, without considering external effects, such
as weather and environmental conditions, that can affect the system’s performance
and lead to more energy dissipation. Thus, a small gap between the simulation and
experimental results can be reported.
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The experimental-based measurement model is carried out with an additional hard-
ware circuit. It mainly consists on determining the operating current and voltage
of a node in different states to estimate the power consumption. In this context,
various tools can be used, including current mirrors [93], shunt resistors [94] and
current probes [95]. The fundamental principle of the shunt resistance method is to
measure the voltage drop through the resistance that is mounted in the supply circuit.
This approach needs a precise adaptation of the resistors to guarantee an accurate
measurement of the differential amplifiers. Besides, the current mirror method is a
modification of the shunt resistance. It is based on the Wilson current mirror circuit,
which is designed using four bipolar transistors. The circuit duplicates the current
consumed by the device under test (DUT) and the derivation resistance. The mirror
current is then measured with the ammeter. Another method is the introduction of
a current probe. Indeed, it generates an output voltage as a linear function of the
current through the clamp. It enables the high-bandwidth measurement around 50
kHz [97]. Nevertheless, the measurement is proper only for current measurements in
milliamperes [96]. In most cases, experimental measurement methods are relatively
simple to implement, but they usually need an oscilloscope to study the behaviour
of a node. While it offers high sampling rates and high temporal resolution, the
oscilloscope can not be used to control energy consumption in real time and as it is
big and costly, it can not be used on a large scale.

For these reasons, the probe-based measurement software is introduced. It incorpo-
rates the additional hardware circuitry with an energy consumption code to control
the dynamic behaviour of the current drawn by the battery. Different software
probes are presented, including the SPOT (Scalable Power Observation Tool) [98],
which offers a responsive and reliable micro-meter providing real-time monitoring
of the power profiles of a wireless sensor node.

To conclude, this chapter provides a panoramic view of the cluster-based routing
protocols and focuses on their overall features including challenges, objectives,
attributes and performance parameters. Especially, unequal clustering is introduced
as a promising technique to balance the network energy consumption and avoid
the hotspot problem. In addition, fault tolerant techniques are described as a long-
term issue for WSNs. Since the energy efficiency is the primary challenge in this
dissertation, different energy measurement techniques are presented. In the next
chapter, a detailed literature review about unequal clustering protocols is expounded
and analysed.



CHAPTER 3

State of the art of unequal cluster-based routing protocols

For a large area network, CHs located closest to the BS are more overloaded than
others, since the data of the whole network is transmitted through them to the BS.
Thereby, they are prone to deplete the energy prematurely, which is commonly
defined as the hot spot problem. To avoid this issue, unequal clustering protocols
can be used leading to balance uneven energy consumption between different CHs
[12, 99–104]. Therefore, the size of clusters increases with the increase of the distance
between the CH and BS as seen in Fig. 3.1. Having a small size of cluster for nodes
close to the BS denotes a reduced number of cluster members and a small amount of
intra-cluster data communication. CHs consume more energy for the inter-cluster
traffic. However, CHs far away the BS consume more energy for the intra-cluster
communication since they are belonged to clusters with more cluster members.
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Figure 3.1: Unequal clustering concept.

This chapter is intended as a survey of recent unequal cluster-based routing protocols.
It presents a review for the main existing unequal clustering protocols in the state of
the art. As presented in Fig. 3.2, they can be divided into three categories: Pre-set,
probabilistic, deterministic and protocols. A detailed description for each category
is given in the following sections. Then, a deep comparison between the described
algorithms is presented.

31



32 Chapter 3 State of the art of unequal cluster-based routing protocols

Unequal clustering

Probabilistic

Random

Hybrid

Deterministic

Weight

Fuzzy

Heuristic

Compound

Preset

Figure 3.2: Taxonomy of unequal cluster-based routing protocols.

3.1 Preset unequal clustering protocols
In preset clustering protocols, the location of CHs, their number and the number
of clusters are prearranged before the node deployment. However, the system
conditions are not considered. In WSNs, the remote connection failure/node failure
prompts the re-organization of the topology the most of the time. These algorithms
are not appropriate for real applications.

Unequal Clustering Size (UCS) [99] protocol is considered as the first preset unequal
clustering model, where the positions of CHs are defined a priory. The BS is disposed
in the centre of the network and all CHs are placed symmetrically in concentric
circles around it, which make the control of current sizes of different clusters very
easy. The sensing area is assumed as circle and partitioned into two concentric circles,
called layers. To simplify the theoretical analysis, the sensing field is taken as a pie
shaped area with multiple layers as shown in Fig. 3.3.

BS
CHs of layer 1
CHs of layer 2

Figure 3.3: UCS: Pie shaped clusters arranged in two layers following [99].

All the clusters in the first layer have the same shape and size, but the clusters in the
second layer are different in both shape and size. The overall energy consumption
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of nodes that placed in the cluster is determined through the location of CHs within
the cluster boundaries. Each CH has to be located at the centre of its cluster, which
minimizes the total energy dissipation within the cluster. The radius of the first layer,
Req is obtained in eq. 3.1, where Ra defines the network radius, m1 and m2 present,
respectively the number of clusters in the inner and outer layers.

Req = Ra
m1

m1 + m2
(3.1)

The number of nodes is changed in each cluster considering the communication load,
which maintains more uniform energy consumption of CHs. Moreover, the total
dissipated energy of each CH is identical. With the use of two hops inter-cluster and
the two layered network model, UCS outcomes a short average transmission distance.
However, it is assumed that the network is heterogeneous and there is super nodes,
which perform primary CHs all the time by deploying them at predefined positions.
In addition, the key factor of this model is to place CHs in the centre of the cluster but
it does not consider the residual energy. Since it uses only two hops for forwarding
data from sources to the BS, the two hops inter-cluster routing is still not useful in
large scale network, where a long distance communications is required.

3.2 Probabilistic unequal clustering protocols
This section describes in details the probabilistic protocols, which are partitioned
into random and hybrid methods as shown in Fig. 3.2. In random approaches, a
probability is assigned for each node, which is a number between 0 and 1. When this
number is less than a predefined threshold, this node announces itself as a CH. These
methods are simple and guarantee an optimal overhead. On the other side, hybrid
approaches are used to legitimately adjust the clusters by consolidating irregular
techniques with few parameters such as the residual energy and the distance to
the BS. These methods are iterative-based, which generates both time and message
complexities compared to the random approaches. Different probabilistic unequal
clustering protocols are introduced and detailed in this section.

3.2.1 Random-based unequal clustering protocols

Probability-Driven Unequal Clustering (PRODUCE) is a randomized unequal clus-
tering protocol [100]. It uses localized probabilities to form unequal clusters and
a stochastic geometry to ensure the inter-clustering process. The main objective
of PRODUCE is to provide a balanced coverage time and to extend the network
lifetime. As seen in Fig. 3.4, sensor nodes are randomly deployed over a circle with
a radius R. The network area is partitioned into some levels based on the distance
between the BS and the node.

By sending a "Hello" message to all nodes in the network, each node estimates its
distance to the BS based on the Received Signal Strength Indicator (RSSI) technique.
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BS

Deployed nodes

Figure 3.4: PRODUCE: Network topology following [100].

After the node deployment, the BS broadcasts a message to all nodes in the network
including the number of nodes and the corresponding probability of a CH from the
last level (Pcross). When a node receives this message, it calculates its probability PCH,
which varies between Pcross and Pmax (the probability of a CH from the first level).
PCH is defined in eq. 3.2.

PCH = Pcross +
Pmax − Pcross

n− 1
(n− i) (3.2)

where i defines the level of a node, ni is the number of the last level. However,
using centralized approach to divide the network into some levels and calculate the
probability of a CH make PRODUCE suffering from the scalability issue. Since the
BS uses one-hop communication to compute its distance to all nodes, PRODUCE is
not suitable for some real applications, where the network area is large due to the
fact that limited communication range of the sensor node.

Another probability-based unequal clustering protocol is Location based Unequal
Clustering Algorithm (LUCA) [101]. N nodes are deployed in a square area based on
a Poisson process with density λ, where the BS is located in the centre. To avoid the
hotspot problem, LUCA defines the optimal cluster size r by adopting the distance
between the CH and the sink node. r is calculated in eq. 3.3.

r =
1
r0

3

√
3D
λπ

(3.3)

where r0 presents the transmission range. D defines the distance between the CH
and the sink. Firstly, each sensor node sets its back-off time using a random value
generator. After the node deployment, by measuring its distance from the sink node
using a GPS, each node can determine the cluster size. When a node does not receive
any advertisement after the expiration of its back-off time interval, it broadcasts



3.2 Probabilistic unequal clustering protocols 35

an advertisement message within its radius cluster. Otherwise, it joins the nearest
cluster. Despite it uses a simple algorithm to uniformly generate CHs, LUCA can not
be used for real applications because using GPS for all sensors is not affordable, as
well as placing all nodes in areas with fixed geographic coordinates is not practical.
Moreover, the choice of a relay CH is not considered in this work, which can degrade
the network performance.

3.2.2 Hybrid-based unequal clustering protocols

The hybrid-based unequal clustering protocol combines the random approach with
specific parameters such as distance to the BS or the residual energy. As an example
of hybrid algorithms, an Energy Efficient Unequal Clustering (EEUC) has been
proposed, which is considered as a mechanism for periodical data aggregation in
WSNs [102]. As shown in Fig. 3.5, N nodes are deployed in a square area, where
the BS is placed outside the network. Using the RSSI-based localization technique,
sensor nodes recognize their distance to the BS.

BS

CH

Figure 3.5: EEUC: Clustering formation following [102].

Two parameters are considered to select the suitable CH: Node residual energy and
distance of node to the BS. The radius of each cluster is carried out in eq. 3.4, where
d(ni,BS) defines the distance between a node ni and the BS. dmax and dmin present,
respectively, the maximum and the minimum distance of a node to the BS. R0, a
preset value, defines the maximum competition radius.

Rcomp = (1− dmax − d(ni,BS)
dmax − dmin

)R0 (3.4)

However, this algorithm is suitable only for small area. Some nodes can be at the
same time included in more than one cluster, leading to energy losses. Another limit
of EEUC is the determination of cluster radius, which is inaccurate, since it depends
only on the distance parameter. It does not consider the node energy as input for the
cluster radius. In chapter 2, it is proven that considering the energy is crucial in the
determination of the optimal cluster radius.
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Another hybrid-based unequal clustering protocol is Constructing Optimal Clus-
tering Architecture (COCA) [105]. The main objective of COCA is to build up an
optimal cluster-based architecture to maximize the network lifetime. As seen in Fig.
3.6, the network area is partitioned into equal sized square units with an optimal
size l = d0/λ, where d0 is a distance threshold and λ is a predefined constant equal
to 1.088.

.......

.......

.......

.......

Unit 1 Unit 2 Unit n

BS

CH Cluster member

Figure 3.6: COCA: Network model following [105].

Firstly, the optimal number of cluster in the first level is c1 =
1

λ2

√
ρε f

2πρεm
, where ρ

is the distributed density of nodes, ε f and εm present, respectively the amplifier
coefficient for the free space model and two-ray ground model. Depending on c1,
the number of clusters in each unit, ci, can be calculated as seen in eq. 3.5.

(ci+1 + ci)(α +
β

cici+1
) = γ (3.5)

where α = 2qEelec, β =
nqε f l2

2π and γ = 2naqEelec + naqεml4l4 > 0. l is the optimal
length of a unit. q is the size of a transmitted packet. Eelec is the energy spent by
electronics. a is the aggregation ratio for all CHs. n is the number of nodes per unit.
After the node deployment, COCA is divided mainly into two phases: Topology
formation and data transmission. The first phase includes the CH selection, cluster
formation and inter-cluster operations. Firstly, CHs per unit are identified randomly
by the sink node. After a certain communication rounds, sensor nodes broadcast
their residual energy within the unit they belong. The node with the highest energy
value except the CH is selected as a CH and it broadcasts its status to all nodes within
the same unit. Other nodes join one of the selected CHs based on the signal strength
and the distance that separates it from the CH. After that, each cluster member
transmits data to its corresponding CH, which collects all the received data and then
forwards it to the CH from the adjacent unit until reaching the BS. A re-clustering
process is carried out to select a new CH after a certain number of rounds, τ for
better energy conservation. However, the period to select again a CH is randomly
chosen. Since the selection of the relay node is arbitrarily, a CH can select another
CH, which is about to die and all the data are lost.
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A Multi Objective Fuzzy Clustering Algorithm (MOFCA) is proposed in [12], which
uses local decisions to determine the node competition radius as well as to select both
tentative and final CHs. As seen in Fig. 3.7, N nodes are deployed in a square area.
Tentative CHs can be selected based on random approaches. The competition radius
of such tentative CHs is estimated using three parameters, which are remaining
energy, distance to sink node and density of the nodes.

BS CH Cluster member

Figure 3.7: MOFCA: Clustering formation following [12].

Moreover, it uses a probabilistic model to select CHs by comparing a random number
with the optimal threshold value. For the re-clustering process, MOFCA involves
randomized periodical rotation. Here, the choice of the threshold value for being a
CH is random, which can have impact on the right selection of the final CH.

3.3 Deterministic unequal clustering protocols
Deterministic approaches use standard metrics to select CHs including the node
density, distance to the BS and the residual energy. This data is generally refreshed
by trading message between its neighbours. The choice of CHs is more controllable.
As seen in Fig. 3.2, these approaches can be further classified as weight-based,
fuzzy-based, heuristic-based and compound-based unequal clustering algorithms.

In weight-based approaches, a weight is computed at every node in view of few
measurements for example, node degree, distance to the BS, etc. The node with
insignificant weight is chosen as a CH. In the other side, the fuzzy logic is used to
choose CHs in circumstances, where there are more uncertainties. The CH is picked
in view of fuzzy input parameters such as the residual energy, node degree, node
centrality. The output fuzzy parameters can be either cluster size or node’s chance
to be a CH. Different optimization algorithms can be applied to perform heuristic-
based approaches such as Ant Colony Optimization (ACO) [106], Particle Swarm
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Optimization (PSO) [107], Genetic Algorithm (GA) [108], Artificial Bee Colony (ABC)
[109]. Each algorithm defines various metrics in the fitness function to select the
appropriate CH. These approaches are centrally-based, where the BS controls all the
operations in the network [110]. The compound approaches use various concepts
such as Sierpinski triangle [111] and connected graph [112] to achieve the clustering
process.

3.3.1 Weight-based unequal clustering protocols

Arranging Cluster sizes and Transmission ranges algorithm (ACT) [103] is a cluster-
based protocol proposed to decrease the size of clusters close to the BS. N sensor
nodes with fixed positions are deployed in a rectangular area (W × L), where the BS
is located outside the sensing area as seen in Fig. 3.8.

BS

W

L.....

1st
level

2nd
level ..... kth

level

r2r1

Figure 3.8: ACT: Network topology following [103].

As process, it includes three phases. Firstly, the cluster formation phase is performed
to determine the hierarchical level of the network topology, calculates the cluster
radius, establishes the cluster setup and builds CH-to-CH routing paths. The BS
divides the area into a predefined number of k levels. Then, the radius of cluster ri
in the level i is determined as seen in eq. 3.6.

ri =
√
(r1)2 + (Ni)2 (3.6)

S =
ai−1

ai
(3.7)

where r1 is the radius of the first level and Ni is the vertical distance between a node
and the BS, ai and ai−1 are, respectively, the number of clusters in level i and level
(i− 1). With the help of eq. 3.6 and considering eq. 3.7, the number of other clusters
in each level can be calculated. When the network topology is established, the sensor
node with the closet location to the theoretical location is selected as a CH. The
second phase is the data forwarding phase including intra-cluster and inter-cluster
data transmission operations. The third phase is the maintenance phase. It includes



3.3 Deterministic unequal clustering protocols 39

the rotation of CHs and the cross-level data forwarding to the BS. When the residual
energy of a CH is less than 15%, a new CH is selected. In fact, it helps to reduce
efficiently the energy consumption of CHs around the BS and all CHs have the same
energy dissipation. However, it is very difficult to implement it for a large area
because the algorithm becomes complex with the increase of the area width. So, ACT
is suitable only for a small scale network. Moreover, the CH is selected depending
only on its location. It comes that a node close to the theoretical position is selected
as a CH, but, it has not enough energy to run the round. The threshold value used
for the re-clustering process is chosen randomly.

An Energy-Balancing Unequal Clustering Approach (EBUCA) [104] is a cognitive
partition-based unequal clustering algorithm. The topological structure of the net-
work is described in Fig. 3.9. It is presented as a graph G = (V, E), where V defines
the set of all nodes in the network and E indicates the set of edges between the nodes.
After the node deployment, an energy balancing cluster formation phase starts.
The BS divides the network area into n unequal partitions (p1, p2,...,pn), organized
serially, where the size of partition increases as the distance between each partition
and the BS increases. A CH is assigned for each partition. To this end, the BS selects
a set of candidate CHs, having minimal weights. The node with minimum distance
to the BS is selected as a CH for the corresponding partition.

.....

Cluster n

Cluster n− 1

Cluster 1

CH Cluster member

BS

Figure 3.9: EBUCA: Network topology following [104].

However, each CH transmits the data traffic to the next CH towards the BS randomly.
It comes that a relay CH node is unable to forward the received packets since it has
insufficient residual energy. The size of partition does not consider the energy aspect.
It depends only on the distance to the BS.

Another weight-based unequal clustering protocol is Improved Energy Aware Dis-
tributed Unequal Clustering for heterogeneous WSN (Improved EADUC) [113]. N
nodes are deployed randomly in a square area, where the BS is placed far away the
sensing field. Since nodes are not location-aware, they use the RSSI technique to
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compute their distance to the BS. As presented in Fig. 3.10, the Improved EADUC
includes two phases: Setup and steady-state. During the setup phase, each node
broadcasts a discovery message including its ID and residual energy to collect infor-
mation from its neighbours. The average residual energy per cluster is determined.
Afterwards, the CH competition sub-phase takes place wherein three parameters are
involved to assign the competition radii Rc to nodes, which are the residual energy,
distance to the BS and number of neighbour nodes. Rc is defined in eq. 3.8.

Rc = [1− α(
dmax − d(si,BS)

dmax − dmin
)− β(1− Er

Emax
) + γ(1−

Si(nb)

nbmax
)]Rmax (3.8)

where α, β and γ are the assigned weight with a value between (0, 1). dmax and dmin
define, respectively, the maximum and minimum distances to the BS. d(si,BS) is
the distance separating a node si and the BS. Rmax presents the maximum value of
the communication range. Si(nb) is the number of neighbour nodes and nbmax is the
maximum possible number of neighbours of a node i.

Set-up phase Steady phase

Neighbour discovery

Cluster radius
competition

Intra-cluster
data transmission

Inter-cluster
data transmission

Round

Cluster formation

Figure 3.10: Improved EADUC: Operational process.

Afterwards, the cluster formation sub-phase starts aiming to choose the CH for each
cluster. For this reason, the node residual energy and the ratio of average energy of
neighbour nodes are used. Cluster members join the nearest CH. In the steady-state
phase, the data transmission process occurs. Normal nodes transmit their data
packets to their appropriate CHs considering their time schedule. CHs aggregate the
received data into one packet and transmit it directly to the BS or via a relay node,
which is a CH from the next hop. Improved EDAUC incorporates the energy and
the distance between two CHs as important parameters to select the respective relay
node. A new CH is selected after certain rounds.

However, the inter-cluster communication process is random. In some rounds, the
relay CH has insufficient energy to forward the received packet. In this case, data
are lost. To reduce the cluster overhead, the cluster formation step is retrained for a
few rounds but this number is not scientifically fixed. It come sometime, that a CH
is about to dead but there is no cluster formation till reaching the fixed round.
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3.3.2 Fuzzy-based unequal clustering protocols

In fuzzy-based clustering protocols, to select CHs different fuzzy input parameters
can be involved such as the residual energy, node density and distance to BS. The
output of such fuzzy systems can be the chance of being a CH or the size of each
cluster. A Distributed load balancing Unequal Clustering based on Fuzzy approach
(DUCF) [114] is proposed. N nodes are deployed in a square area, where the BS is
located at the centre. It is assumed that the distance between nodes is performed
depending on RSSI techniques but it is not proved during the work. After the
node deployment, each node transmits a "HELLO" message to the BS including its
communication range. Using this information, the number of neighbours and the
distance to the BS can be determined. DUCF includes mainly two phases, cluster
formation and data collection phases. As presented in Fig. 3.11, the outputs of the
first phase are the chance of a node to become a CH and the size of each cluster, i.e
the maximum number of nodes that can be included in a cluster.

Rule base
(Mamdani)

Inference
systemFuzzifier

Defuzzifier
(CoA)

Residual energy
Node degree
Distance to BS

Size
Chance

Figure 3.11: DUCF: Fuzzy inference system following [114].

To compute the two mentioned outputs, three fuzzy input variables are used, which
are the distance to the BS, node degree and residual energy. Each node broadcasts
a message to all neighbours within the same communication range including its
ID and its chance value. Node with higher chance announces itself as a CH and
inform their neighbours with its status. After the building of clusters, the collection
phase starts. Each CH maintains a TDMA schedule and assigns the TDMA slots
to cluster members. The nodes of the same cluster exchange their data with their
CH in its pre-allocated time slot. Each collects the received data into a single packet
and transmits it to the BS if it is close to the BS or via other CHs when it is far
away. For the selection of CHs, a significant parameter like the node centrality is not
considered, which can lead to the selection of a CH with distant neighbours. In this
case, a CH spends more energy for intra-cluster traffic, which may affect the overall
energy dissipation.

Authors in [13] proposed a Multi-Clustering algorithm based on Fuzzy Logic (MCFL).
N nodes are randomly distributed in a square area, where the BS is positioned in the
centre. It is assumed that nodes know from the beginning their positions and the
position of all other nodes. As presented in Fig. 3.12, the network timeline includes
three clustering algorithms. In the first round i = 1 and for all upcoming rounds,



42 Chapter 3 State of the art of unequal cluster-based routing protocols

where i = i + 3, the residual energy and the number of neighbours are used as fuzzy
descriptors for the CH selection. Nodes with higher fuzzy output are selected as
CHs. In the second round j = 2 and for all next rounds where j = j + 2, the same
CHs remain as CHs in two consecutive rounds. In the third round k = 3 and for all
next rounds where k = k + 3 , the process of the CH selection is held and new CHs
are chosen based on the node residual energy and its distance to the previous CH.
By trusting CHs for at least few rounds, the number of received and sent messages is
reduced while guaranteeing increased capacities to save energy within the network.

1st

Clustering
2nd

Clustering
3rd

Clustering
1st

Clustering
2nd

Clustering
3nd

Clustering
1st

Clustering

Round 1 Round 2 Round 3 Round 4 Round 5 Round 6 Round 7 ...

1st clustering

Identifying neighbours
and their number for
each node

Fuzzy inference using
parameters such as
residual energy and
number of neighbours
for each node

Selecting the node with
highest fuzzy output as
the CH within every
neighbouring radius
Sending data from each
node to CH and from CH
to BS

2nd clustering

Re-selecting the CH of the
previous rounds as the CH
of the current round

3rd clustering

Identifying neighbours for
each node

Fuzzy inference using par-
meters such as residual en-
rgy and distance to the CH
of the previous round for
each round

Selecting the node with hi-
ghest fuzzy output as the
within every neighbouring
radius

Comparing fuzzy output of
node with fuzzy output of
its neighbours

Sending data from each
node to the CH and from
each CH to BS

...

Figure 3.12: MCFL: Network timeline following [13].

However, it comes that a CH dies in the beginning of round, where the second clus-
tering algorithm is applied. In this case, the transmitted data from cluster members
to this CH are lost. Moreover, the node centrality parameter is not considered in
the selection of CHs, which leads to the choice of a CH with distant neighbours.
Thus, an extra intra-clustering communication is added affecting the overall energy
dissipation. In addition, in MCFL, all CHs transmit the aggregated data directly to
the BS, which is adequate only for a small area network.

3.3.3 Heuristic-based unequal clustering protocols

In heuristic-based clustering protocols, CHs can be selected using Ant Colony Opti-
mization (ACO), Particle Swarm Optimization (PSO), Differential Evolution (DE),
Simulated Annealing or Artificial Bee Colony Optimization (ABC). To get better
performance, each approach describes different metrics to have the fitness function
[110].

In [115], a Fuzzy and Ant Colony Optimization (ACO) based on MAC, routing, and
unequal clustering cross-layer protocol (FAMCROW) is proposed. The network is
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divided into layers, where the BS is positioned in the centre of the sensing field
as seen in Fig. 3.13. Each node uses two-ray ground radio propagation model
[116] to determine its distance to the BS. Each node broadcasts a packet within its
communication range including its layer ID, its ID and its distance to the BS to
discover the list of neighbours within the same layer.

Layer 1

Layer 2

Layer 3

Layer 4

Layer 5

Layer 6

Layer 7

BS CH Cluster member

Figure 3.13: FAMACROW: Network topology following [115].

After that, in each layer the CHs are selected based on some fuzzy descriptors such
as residual energy, node’s neighbourhood nearness and link quality indicator. In
order to decrease the intra-clustering communication, there are no clusters in the
first layer. Nodes located in this layer transmit directly their data to the BS. CHs of
outermost layers broadcast an advertisement message to cluster members within a
radius Radv, defined in eq. 3.9.

Radv(Chi) = Rmax × [(1− w
dmax − d(CHi,BS)

dmax + dmin
)(

Ecurrent(CHi)

Einitial(CHi)
)] (3.9)

where Rmax defines the maximum advertisement radius and w is a factor between
0 and 0.99 indicating the amount of inequality of cluster size. dmax and dmin are
the maximum and the minimum distances of a node to the BS, respectively, while
d(CHi,BS) is the distance of a CHi to the BS. Ecurrent(CHi) and Einitial(CHi) present
the current and the initial energy of a CHi. To establish routes from a CH to another
CH, the ACO approach is used. However, the size of each layer is determined
randomly without considering any parameter. The radius of a CH is calculated
using only the distance between the tentative CH and BS. There no consideration of
the energy consumption. As explained in Chapter 2, there is a great impact of the
energy model in the determination of the optimal cluster radius.

A PSO-based Uneven Dynamic Clustering multi-hop Routing Protocol (PUDCRP)
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[107] is proposed. The position of the BS is fixed at the boundary of the square area
as seen in Fig. 3.14. Sensor nodes know their location based on the GPS technique. In
the setup phase, the BS executes an improved PSO to find the circular area, where the
candidate CH can be positioned. The radius of this circular area is given in eq. 3.10.
Based on eq. 3.11, the optimal number of circles in the ith layer can be determined.

H = 1
2

BS

Cluster

(a)

H = 1

(b)

H = 1
4

(c)

Figure 3.14: PUDCRP: The BS is located on the: (a) boundary of the monitoring area, (b)
centre of the area, (c) vertex of the rectangle network area [107].

Ri =
disi

dmax
(Rmax − d1) + d1 (3.10)

A =
K

∑
i=1

ni × πR2
i (3.11)

where di is the distance between the BS and the centre of the circular area ith and
d1 is the minimum radius of the circular area. Rmax is the maximum radius and
dmax is the maximum distance between the BS and circular area centres. After that,
the selection of CH is carried out in each circle based on a multi-objective fitness
function Weightij. As seen in eq. 3.12, such function uses the distance of nodes to
the BS, the residual energy of nodes and the number of neighbours within the same
communication range.

Weightij = w1
Eij

E0
+ w2

nnbi

n
+ w3

dminj

dsi

(3.12)

where w1, w2 and w3 are weight for each CH selection factor. E0 is the initial energy,
while Eij is the residual energy of a node si in the circular area j. nnbi presents the
list of neighbours. dminj is the minimum distance between nodes and the BS in the
circular area j.

Then, the steady-state phase starts. When the distance between a non-CH and the
BS is less than a fixed value d0, this node transmits directly its own data packet to
the BS. Otherwise, it sends the packet to the corresponding CH, which forwards it to
the BS via single-hop communication or in multi-hop communication. Indeed, when
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the distance between the CH and the BS is less than the distance d0, CHs transmit
directly their data to the BS. Otherwise, a connecting line aided route construction
method is used to select the relay node. Thus, the energy dissipation from the
multi-hop inter-cluster traffic is decreased. Despite its efficiency, PUDCRP does
not consider the energy parameter in the determination of the circular area radius.
Moreover, the choice of d0 as a parameter for the inter-cluster communication is
randomly fixed. There is no scientific reason behind this choice. In each round, the
cluster formation phase is launched, which increases the clustering overhead.

3.3.4 Compound-based unequal clustering protocols

In compound-based unequal clustering algorithms, various metrics can be used
for CH selection such as Sierpinski triangle and connected graph. In this context,
an Energy Degree Distance Unequal Clustering Algorithm (EDDUCA) [111] is
developed. It includes cluster formation, CH selection and data transmission phases.
As seen in Fig. 3.15, in the cluster formation phase, Sierpinski triangle method is
used to divide the network into equilateral triangles. By connecting the mid-points
of its sides, each triangle is divided into small equilateral triangles. After that, the
triangle in the centre is be removed and the other triangles repeat the same process.

BS Nodes

Figure 3.15: EDDUCA: Network deployment following [111].

The weight of each node, Weight(i), is calculated in eq. 3.13. It is based on the
residual energy, the node degree and the distance to the BS. For each triangle, the
node having the minimal weight is selected as a CH. Then, each normal node
transmits its data packet to its corresponding CH, which forwards the collected data
to its upper CH until reaching the BS.

Weight(i) =
1

Deg(i)
+

Ec(i)
En

+
DiscC(i)
DiscCmax

(3.13)
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where Deg(i) is the degree of a node i, i.e the number of neighbour nodes. Ec(i)
is the consumed energy during the communication, while En is the initial energy.
DiscC(i) defines the distance to the cluster centre and DiscCmax is a defined max-
imum distance. However, EDDUCA does not consider the node centrality in the
selection of CHs. It comes that a CH is located far away all other nodes, more energy
is needed to be communicated with their cluster members. Moreover, the path length
connecting the CHs to the BS and the energy factor are not considered.

Authors in [112] proposed an energy-efficient routing algorithm based on Unequal
Clustering theory and Connected GRAph theory (UCCGRA). N nodes are dis-
tributed randomly in a square area as shown in Fig. 3.16. A vote method is used to
select the CH, which is based on three parameters, namely, the network topology,
the residual energy and the power transmission.

BS CH
Cluster member

d m
ax

Figure 3.16: UCCGRA: Network model following [112].

Each sensor node i casts a vote to other nodes, vi,j defined in eq. 3.14.

vi,j =


Ei

∑
dik≤Ri

Ek
if dij ≤ Ri

0 if d > Ri

(3.14)

where Ei is the residual energy of a node i, dij is the distance between node i and
node j. Ri is the distance of a node i to the BS. The vote of a node vote(i) is the sum
of votes received from its neighbours. Based on this vote, an announcement Ai is
calculated in 3.15.

Ai =
vote(i)
n

∑
k=1

(dik)
2

n

(3.15)
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where n is the total number of neighbours for a node i. A node with maximum
announcement value is selected as a CH. When a node has more than one CH
within its radius cluster, it selects to join the CH with the highest residual energy.
After the selection of CHs, a connected graph-based multi-hop routing method
is developed to establish the inter-clustering data transmission. A link path is
constructed between the BS and the CHs. All CHs establish a connection between
them based on their geographical positions. However, UCCGRA does not consider
the optimal parameters for energy minimization. In addition, the periodic vote
method and the theory of connected graph generate an energy overhead and high
complexity.

3.4 Comparison and discussion
This section presents a comparison of different unequal clustering protocols, which
are categorized, basically, into three classes: Preset, probabilistic and deterministic.
In preset approaches, the location of either clusters or CHs is pre-assigned before the
deployment in a physical environment. Since clusters are formed as pre-assigned
information, the main disadvantage of this approach is that it is static and the
network changes or the node conditions are not considered. Probabilistic methods
are known for their easy to use and energy-saving nature. They can be divided
into two classes, namely random-based and hybrid-based approaches. The random-
based approach selects CHs without considering the various lifetime parameters
such as energy level, number of neighbour nodes, intra and inter cluster distance.
Despite its simplicity, it leads to the selection of non suitable nodes as CHs, which
affects the lifetime of the WSN. The hybrid-based approach are competitive-based,
thereby raising the overall complexity in terms of both communication and time.

In contrast to probabilistic-based methods, the deterministic approaches use a variety
of criteria to select CHs. They are more accurate and manageable than probabilistic
methods. Basically, they are classified into four categories, namely weight-based,
heuristic-based, fuzzy-based and compound-based approaches. In the case of weight-
based approach, the CHs are selected using the above said parameters. When the
nodes are not uniformly deployed over the Region-Of-Interest (ROI), the same nodes
are selected as CH frequently. It leads to premature death of that higher weight
nodes and affects the overall network lifetime. In the most of the literature survey, it
is found that the algorithms, which blend both probabilistic approach and weight-
based approach gives better results than using one of them separately. In heuristic
approaches, a global information is required by the BS to control all operations in
the network. In many applications, where there is insufficient information or nodes
are deployed far away the BS, heuristic methods are unrealistic to cover a large scale
area.

Fuzzy logic is an important tool for decision making, even if there is insufficient
information. Using fuzzy logic in unequal cluster-based routing protocols can
process a large number of input data, which can be imprecise or incomplete by
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modelling their reaction and behaviour rules. Moreover, this approach is known
by its interoperability and simplicity as it uses simple logic relation to estimate the
output values, which reduces the computational complexity of the system. In fact,
fuzzy controller can automatically refine an initial approximate set of fuzzy rule,
when new data or rules are added to the system, then no need to re-train the system
once again.

In this chapter, various unequal clustering protocols for balancing the consumption
of energy among CHs are analysed. Unequal clustering helps to overcome hotspot
problem and prolong the network lifetime. Since preset clustering protocols are not
dynamic, in case of inconsistent network conditions its performance is impractical.
Hence, this method is not suitable for real-time application. Probabilistic-based
clustering algorithms are popular for its simplicity and low energy consumption.
Non-probabilistic or deterministic clustering protocols are more robust and reliable
than probabilistic protocols.
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3.5 Novel approach of developing unequal cluster-based routing protocol
Although there are several unequal cluster-based routing protocols aiming to reduce
the network energy consumption, some problems remain not solved including:

• The determination of optimal cluster radius using an energy analysis model

• The determination of the ring width for the circular partitioning considering
energetic aspects

• The real implementation of the developed protocols

• The integration of relay nodes considering the energy parameters

In this work, we propose to design a deterministic unequal cluster based routing
protocol using fuzzy logic to:

• Balance the load of CHs by defining the optimal radius of clusters considering
an energy analysis model

• Select the optimal CHs using three parameters, namely, the residual energy,
density and centrality

• Reduce the long-haul transmission between distant CHs using the distance
and energy parameters

• Avoid the re-clustering process by fixing a threshold value

• Measure the node energy consumption in real-time

• Implement the developed protocol in real-hardware

Thereby there are several open questions concerning:

• The amount of energy needed for transmitting a data packet

• The threshold value for the re-clustering process

• The number of nodes per cluster



CHAPTER 4

FEAUC: Fuzzy-based Energy-Aware Unequal Clustering

This chapter deals with the development of the novel Fuzzy-based Energy Aware
Unequal Clustering protocol (FEAUC), where the shape of the network is considered
as circular. The circular partitioning, as depicted in Fig. 4.1, is selected because its
independency of the network dimension. The aim is to have an energy efficient,
adaptable and scalable unequal clustering protocol, which can be applied in different
territories (area shape) and for various network size (short-scale and large-scale
networks).

Inter-cluster communication

Intra-cluster communication

CH

Cluster member

Figure 4.1: FEAUC: Network topology.

In the following, a detailed description of the developed cluster-based routing
protocol is provided. Aspects related to the FEAUC are then explained, mainly the
network model, the energy analysis and the working principle. Obtained results
are presented and compared to main existing unequal clustering protocols in terms
of energy consumption and network lifetime. To avoid the energy consumed for
the re-clustering process in some rounds, a FEAUC-based fault tolerant algorithm
(FEAUC-FT) is developed. To this end, a backup CH is selected when the residual
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52 Chapter 4 FEAUC: Fuzzy-based Energy-Aware Unequal Clustering

energy of the primary CH is not enough to run the current round. At the end, a
conclusion with a comparative study is presented.

4.1 Network model
Before describing the developed FEAUC protocol, it is important to highlight the
used network model. To this end, this section is devoted to explain the reasons
behind using circular partitioning. Different network partitioning models are in-
troduced to facilitate and monitor communication efforts such as rectangular and
circular partitioning. Generally, various unequal clustering algorithms define the
network as rectangular area, which is then, divided into equal sub-area equidistant
to the BS as depicted in Fig. 4.2. However, based on the studies done in [82, 118],
this partitioning remains efficient only in case of small network. While in large scale
case, such partitioning shape could not cover all the network.

W

LBS

(a)

W

h BS

(b)

Figure 4.2: (a) Schematic presentation of a rectangular network partitioning, (b) parti-
tioning rectangle into regions.

For a rectangular area with a length L and a width W, the network area is partitioned
into some small rectangular regions with a length h as shown in Fig. 4.2(b). The
maximum difference distance from the BS of a region, ∆BS can be calculated in eq.
4.1.

∆BS = dtoBSmax − dtoBSmin =
√
(h/2)2 + w2

i (4.1)

dtoBSmax presents the distance that separates the BS to the farthest point, placed on
the upper left or lower left edge. dtoBSmin presents the closet point to the base station.
As seen in eq. 4.1, ∆BS increases with increasing the width of a region h.
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In case of a circular partitioning, the complete network is considered as a circle with
a radius R as depicted in Fig. 4.3(a). The network is then, partitioned into circles,
where the BS is placed in the centre. The defined circles are created according to
the angular deviation α and radius r as presented in Fig. 4.3(b). Then, a piece, or a
region i is considered as shaded area with radius (i− 1)r as the right border and ir
as the left border.

BS

R

(a)

(i− 1)r

ir

α

BS

(b)

Figure 4.3: (a) Schematic presentation of circular network partitioning, (b) dividing rings
into regions.

The maximum difference distance from the BS, ∆BS, is formulated in eq. 4.2. Consid-
ering this equation, ∆BS remains constant, despite the variation of the area’s radius
r.

∆BS = ir− (i− 1)r = r (4.2)

The choice of the partitioning model is critical in order to enhance the network sta-
bility. Hence, a comparison between both models is carried out in term of maximum
distance to the BS. Fig. 4.4 draws out a comparison between the square and the cir-
cular partitioning for different values of region width. Obtained results confirm that
the circular partitioning is independent of the network dimension, as the maximum
distance to the BS, it remains stable compared to the square partitioning scheme.
From Fig. 4.4, it is proved that circular network model has a better accuracy in term
of energy consumption compared with rectangular partitioning scheme. The use
of rectangular network is inaccurate for the variable dimensions compared to the
circular partitioning scheme.

For this reason, the circular model is considered in this dissertation. The network
is assumed, then, as a circle, where the BS is in the centre. The whole area is then
partitioned into a defined number of rings with specific radii. Initially, all nodes
have the same energy. Moreover, sensor nodes are randomly deployed in an uniform
distribution with a density λ. The choice of using uniform random deployment is
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based on the comparative study given in [119] on different deployment topologies in
term of k-coverage, which proves that the uniform random deployment outperforms
the Poison distribution and the grid in terms of energy consumption and cost. Indeed,
it is known as a cost-effective deployment strategy because the installation of nodes
is easy.
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Figure 4.4: Comparison between square and circular partitioning.

Another major contribution and characteristic of the chosen model lies primarily in
its ability to be implemented in the most diverse territories (circular, square, etc) (see
Fig. 4.5(a), Fig. 4.5(b), Fig. 4.5(c), Fig. 4.5(d)), which ensures a certain portability
and adaptability. Indeed, for each area, the BS is located at the centre and from this
highest point the distance is chosen as far as possible so that the radius is equal to
the maximum distance between the centre and the border. This is done to ensure a
full coverage of the area.

R

BS

(a)

R

BS

(b)

BS

R

(c)

R

BS

(d)

Figure 4.5: Different possible shapes: (a) Square, (b) rectangular, (c) triangle, (d) random.
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4.2 Developed unequal cluster-based routing protocol
This section is devoted to describe deeply the working principle of the novel unequal
clustering protocol. As seen in Fig. 4.6, FEAUC is divided into four phases: Off-line,
cluster formation, cooperation and data collection. During the off-line phase, an
energy analysis is performed to calculate the radius of each ring and the optimal
radius for each cluster. The cluster formation phase calls out a fuzzy logic approach
for the CH selection. It uses the residual energy of a node, its density and centrality
as input parameters for the fuzzy system. The cooperation phase aims to define an
intermediate node as a router between different CHs. In the data collection phase,
transmitting a data packet from sensor nodes to their appropriate CHs is defined as
an intra-cluster communication. While transmitting data from one CH to another
until reaching the BS, is defined as an inter-cluster communication.

Ring radius
calculation

Cluster radius
calculation

Off-line phase

Neighbour
discovery

CH selection

Forwarder CH
selection

Relay node
selection

Intra-cluster
transmission

Inter-cluster
transmssion

Cluster formation
phase Cooperation phase Data collection phase

Figure 4.6: Operational process of FEAUC.

The network timeline of the developed unequal clustering protocol is depicted
in Fig. 4.7. In the first round, nodes define the list of their neighbours within
the cluster radius resulting from the off-line phase. Then, a CH selection step is
launched to identify the adequate CH for each cluster. After that, since the multi-
hop communication scheme is used, the routing path between the CH and BS
is established by using an intermediate node. This later can be a CH from the
upper ring, namely forwarder CH, or a relay node, which will be defined in details
later. After establishing routes between different CHs from various rings, data
is aggregated and forwarded to the BS. A detailed description for each phase is
provided in the following subsections.

Off-line phase Neighbour
discovery

CH selection
based FL

Forwader CH
selection

Relay node
selection

Ring radius
calculation

Cluster radius
calculation

Cluster formation phase Cooperative phase Data collection phase

Round

Timeslot for
cluster i
• • •

Time

•••

CH
advertissement

CH transmission
timeslot

CH
receives

CH
aggregates

CH
transmits

Relay/Forwarder
CH transmits

CH transmission

Figure 4.7: Timeline diagram of FEAUC.
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4.2.1 Off-line phase

An energy analysis is carried out to efficiently calculate the optimal number of rings
in the network, the number of nodes in each ring and the optimal radius of each
cluster. The creation of an optimum number of clusters in the network is a significant
feature, which has a considerable impact on the energy consumption. It is proven
in [82] that if clusters are not formed in an optimal distribution, the total energy
consumption of the network increase significantly. So, if the number of clusters
built exceeds/inferior the optimal number of clusters, an added amount of energy is
consumed. In the same way, an optimal number of nodes are expected to be CHs
(copt). When the number of CHs is less than copt, a considerable number of nodes
have to transmit their data over extremely large distances to access the CH, leading
to a high overall energy drain across the whole network. On the other hand, when
the number of CHs is more than copt CHs, then fewer data is aggregated at the local
level and a great amount of transmissions is needed to control the whole coverage
field.

• Ring radius calculation and network deployment

The network is assumed to be circular, where the BS is located at the centre as
depicted in Fig 4.8 (a). The output of the presented sub-phase is to determine the
optimal radius of a ring and the optimal number of nodes within a ring.

Figure 4.8: Definition of the network model: (a) Cluster distribution in a circular network
with BS at centre, (b) geometric presentation of ring radius calculation.

The network area with radius R is partitioned into L rings. To calculate the optimal
number of rings, the circle is divided into pies with a given angle, β, as depicted in
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Fig. 4.8 (b). The width of a ring δ is obtained by solving eq. 4.3:
min (Epath)

s.t
0 6 δ 6 R

2

(4.3)

Epath is the energy needed to transmit one bit from the node having the longest
distance to the BS. Depending on eq. 2.3, the required energy to transfer one bit data
via a selected route can be obtained in eq. 4.4:

ETx(l,di) =

{
l · Eelect + l · ε f s · d2

i if di < d0

l · Eelect + l · εamp · d4
i if di > d0

(4.4)

di is measured by applying a geometric Pythagoras relation on the formed triangle
I JK as depicted in Fig. 4.8 (b). It is defined by the length of JK side, which can be
calculated as in eq. 4.5.

dmax = di =
∥∥∥−→JK

∥∥∥ =√IK2 + I J2 − 2IK · I J · cosβ (4.5)

=
√
(iδ)2 + ((i− 1)δ)2 − 2iδ(i− 1)δcosβ

where i defines the number of the ring. By solving eq. 4.3 and eq. 4.5 the ring radius
δ is obtained.

The network radius is defined by R = L× δ. The optimal number of CHs in a ring
k is mk, with k = 1.. L. Here, N is the total number of nodes deployed in the whole
network. On average, the total number of nodes Nk in ring k is:

Nk =
π(kδ)2 − π((k− 1)δ)2

πR2 N =
2k− 1

L2 N (4.6)

After determining the optimal number of nodes in each ring, those nodes are as-
sumed to be uniformly distributed.

• Calculation of the optimal cluster radius

After the network deployment, the optimal number of clusters in each ring and the
optimal radius of each CH are determined. The expectation of the squared distance
between CH of k-th ring and the BS E[d2

CHk,BS] is obtained in eq. 4.7.

E[dCHk,BS] =

ˆ 2π

0

ˆ kδ

(k−1)δ

r2

π(kδ)2 − π((k− 1)δ)2 drdθ (4.7)

=
2[k3 − (k− 1)3]

3(2k− 1)
δ
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The expected distance of a CH from a sensor node within the same cluster of kth ring,
E[d2

CM,CHk
], can be calculated in eq. 4.8:

E[d2
CM,CHk

] =

ˆ 2π

0

ˆ kδ

(k−1)δ

r3

π(kδ)2 − π((k− 1)δ)2 drdθ (4.8)

=
k2 + (k− 1)2

2
δ2

The expectation of the squared distance between the CH in the k-th ring and the CH
of ring (k− 1) can be calculated as in eq. 4.9.

E[d2
CHk,CHk−1

] = E[(dCHk − dCHk−1)
2] (4.9)

=
42(k− 1)2 − 17

9(2k− 1)(2k− 3))
δ2

Due to multi-hop communications, distances used by single-hop schemes are rel-
atively short. As assumption, the distance between all sensor nodes is less than
the critical distance d0 (d0 = 70m in this work). The total energy consumed by the
whole network can be expressed as in eq. 4.10, having EDA as the energy for the data
aggregation.

EClusterk
= lERx(

Nk
mk
− 1) + lEDA

Nk
mk

+ l
∑L

i=k+1 mi

mk
(ERx + ETx + ε f sE[d2

CHk,CH(k−1))]) (4.10)

+ l(ETx + ε f sE[d2
CHk,CHk−1)

])

Even from the perspective of energy consumption, the average consumed energy of
a CH from the first ring should be equal to the average consumed energy of the CH
from the (k-1)-th ring.

EClusterk
= ECluster1 (4.11)

In the first ring, the energy consumption of each cluster can be obtained by eq. 4.12.

ECluster1 = ECH1 + (
N1

m1
− 1)Enon−CH (4.12)

≈ ECH1 + (
N1

m1
)Enon−CH

where ECH1 is the energy consumption of a CH from the first ring, Enon−CH is the
energy consumption for an individual node from the first ring, N1 is the optimal
number of nodes in a cluster and m1 is the optimal number of cluster in the first ring.
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The total energy consumed by all clusters in the first ring is equal to

ETotal1 = m1ECluster1 = l(ERx + EDA)N1 + lm1ε f sd2
CH1

(4.13)

+ l
ncluster

∑
i=2

mi(ERx + ETx + ε f sd2
CH1) + N1lETx +

N1

2m1
lε f sδ

2

The energy consumption of each cluster in the k-th ring can be obtained by eq. 4.14.

EClusterk
= ECHk + (

Nk
mk
− 1)Enon−CH (4.14)

≈ ECHk + (
Nk
mk

)Enon−CH

with ECHk and Enon−CHk are the energy consumption in a ring k of a CH and normal
nodes (non-CH), respectively. The total energy spent by all nodes in a ring ETotalk is

ETotalk = mkEClusterk
(4.15)

To obtain the optimal number of CHs mkopt , eq. 4.13 should be differentiated with
respect to mk as follows:

lε f s
42(k− 1)2 − 17)
9(2k− 1)(2k− 3)

δ2 −
Nklε f s(k2 + (k− 1)2)

2m2
k

δ2 = 0 (4.16)

With resolving eq. 4.15, the optimal number of clusters in each ring is obtained:

mkopt =
9Nk(k2 + (k− 1)2)(2k− 1)(2k− 3)

2(42(k− 1)2 − 17)
. k = 2,..,L (4.17)

The optimal radius of a cluster in a ring k is therefore described in eq. 4.18.

R(CHk)opt = δ

√
2k− 1
mkopt

, k = 2,.. ,L (4.18)

After determining the radius of each ring, all nodes within the same ring are placed
at the same radius relative to the BS, which differs from one ring to another. The
output of the off-line phase are the ring’s width, the optimal cluster radius and the
optimal number of nodes in each ring.

4.2.2 Cluster formation phase

After the uniform random node deployment, a cluster formation is initiated. This
phase involves neighbour discovery and CH selection sub-phases as depicted in Fig.
4.7.
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• Neighbour discovery

Each node uses a TDMA protocol to broadcast a NODE_INFO message including its
ID, ring ID, position and residual energy within a communication range equal to
the optimal radius determined in eq. 4.18. When a node receives a NODE_INFO
from its neighbours, it saves the information in its routing table, adds this node in
its neighbour list and calculates its distance to all neighbouring nodes. Thus, the
routing table of each node includes the node ID, ring ID, positions, list of neighbours,
distance to each neighbour and residual energy.

• Fuzzy-based CH selection

After determining the neighbours list, each node has to calculate independently its
chance to be a CH by applying a fuzzy logic system (see annex A). As described in Fig.
4.9, the fuzzy logic consists basically on three blocks including the fuzzifier, fuzzy
decision block and defuzzifier. Since the inputs’ data are crisps, a fuzzification block
is required, which converts these crisps into linguistic values. A set of fuzzy rules
that describes the system behaviour is generated by the rule base. The Mamdani
[120] fuzzy rule-based system is considered. The linguistic values and the fuzzy
IF-THEN rules are used by the inference system. The Center of Area (CoA) technique
is applied for the defuzzification of the competition radius.

Fuzzifier
Residual energy
Node density
Node centrality

Inference
system

Dufizifier
(COA)

Rule base
(Mamdani)

Fuzzy decision block

Chance

Figure 4.9: Fuzzy system of the developed FEAUC protocol.

The three input parameters are the residual energy, density and centrality. As
explained follows, these parameters are chosen because of their importance for
extending the network lifetime.

(1) Residual energy: The residual energy defines the remaining energy of each node
at a defined time. The more residual energy contained in the node, the more its
lifetime is longer, the more data is transmitted and the more stable the network is.

(2) Density: The density presents the number of neighbour nodes for a tentative CH.
It is more reasonable to select a CH having more neighbours. For example, a node
i is placed in a such cluster belonging to a such ring. Its density, Densityi can be
calculated using eq. 4.19.

Densityi =
Number of neighbors node

Total node number in the ring
(4.19)
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(3) Centrality: It presents how central the node is among its neighbours. The more
central the node is to a CH, the less distance to its cluster members. As the energy
needed for transmission is generally proportional to the square of the distance
between the transmitter and receiver. Having a higher value of centrality implies
less energy is needed by surrounding nodes to deliver data to the candidate CH.
For example, a node i is deployed in a such cluster belonging to a such ring. Its
centrality, Centralityi can be calculated using eq. 4.20.

Centralityi =

√√√√ ∑j dist2(i,j)
|nbr(i)|

Cluster radius
(4.20)

where, j is the node neighbour of a node i, nbr(i) is the list of neighbours and dist is
the distance between two nodes.

Table 4.1: Fuzzy rules for the CH selection

Rule No. Residual energy Node density Node centrality Chance

1 Low Low Close w
2 Low Low Adequate w
3 Low Low Far vw
4 Low Medium Close w
5 Low Medium Adequate w
6 Low Medium Far w
7 Low High Close lw
8 Low High Adequate w
9 Low High Far vw
10 Medium Low Close lh
11 Medium Low Adequate m
12 Medium Low Far w
13 Medium Medium Close h
14 Medium Medium Adequate m
15 Medium Medium Far lw
16 Medium High Close h
17 Medium High Adequate lh
18 Medium High Far lw
19 High Low Close lh
20 High Low Adequate m
21 High Low Far lw
22 High Medium Close h
23 High Medium Adequate lh
24 High Medium Far m
25 High High Close vh
26 High High Adequate lh
27 High High Far m

Very weak (vw), Weak (w), Little weak (lw), Medium (m), Little high (lh)
High (h), Very high (vh)

Most of the existed clustering algorithms based on fuzzy logic used the residual
energy and density or the residual energy and centrality or the density and centrality
but none of them used the combination of these three parameters [13, 114, 115, 121,
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122]. This work proposes to combine the three mentioned parameters. Table 4.1
describes the fuzzy rules and the corresponding chances for being a tentative CH.

The input variables of the residual energy, the node density and centrality are
described in Fig. 4.10(a), Fig. 4.10(b) and Fig. 4.10(c), respectively. The only fuzzy
output variable is the chance of a node to be a CH, which is presented in Fig. 4.10(d).
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Figure 4.10: Membership function for input variable: (a) Node remaining energy [J], (b)
node density, (c) node centrality, (d) membership function for output variable ’chance’.

Algorithm 1 summarizes the operation process of the cluster formation phase. As
seen in algorithm 1, sensor nodes transmit their input parameters, including residual
energy, density and centrality, to the fuzzy deduction engine, which calculates the
chance of each node to be a CH. After that, the node compares its individual chance
to the chance of its neighbours within the same cluster. The node having the highest
chance is selected as a CH and transmits an announcement message to its members
informing them about its status. The nodes receiving this message transmit a joint
message to the respective CH. If a node receives more than one final CH message, it
chooses the final CH with the highest cost to join it. If a node finishes the clustering
process and does not receive any final CH message, it announces itself as a final CH.
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Algorithm 1: Cluster formation phase
N: total number of sensor nodes in the network
Nj: total number of sensor nodes in a ring j
nj: a sensor node in a ring j
a: number of rings
xi and yi : coordinates of a node i
Eres(i): residual energy of a node i

1. Do neighbouring discovery

2. Calculate the chance of being a CH
for k← 1 to a do

for h← 1 to Nj do
h.Neighbors=number of nodes within the same communication radius
h.Energy=residual energy of a sensor node
h.Density=density of a sensor node
h.Centrality=centrality of a sensor node
h.chance=fuzzy(h.Energy,h.Density,h.Centrality)

end

end

3. Select the CH for each cluster
for l← 1 to N do

send (l.chance, l.h.Neighbors)
if (l.chance=best(chance)) then

l.status← f inalCH
send(l.status, l.Neighbors)

else
l.status← member
join_cluster()
send(l.data)

end

if (l.Neighbors = ∅) then
l.status← f inalCH

end

end

return (List of CHs)

4.2.3 Cooperation phase

In this stage, a CH is selected for each cluster. Since a multi-hop communication
scheme is used to communicate the CHs with the BS, a cooperative phase is initiated.
In this phase, the intermediate node is selected to establish the route between the
transmitter CH and BS. To this end, as seen in Fig. 4.7, a forwarder CH or a relay
node can be selected.

• Forwarder CH selection

This step performs the route between CHs from different rings. After the formation
of clusters, each CH from ring (k) tries to select the adequate CH from ring (k-1) as
a relay to forward data to the BS. To this end, each CH from ring (k) broadcasts an
advertisement message to CHs from ring (k-1). This message includes its ID, ring
ID, residual energy and position. Each CH from ring (k-1) receiving the transmitted
message defines itself as a candidate forwarder CH and sends a join message to the
transmitter CH including its ID, residual energy and position.



64 Chapter 4 FEAUC: Fuzzy-based Energy-Aware Unequal Clustering

Since minimizing the energy consumption is the key objective of this work, the
residual energy as well as the distances between CHs from different rings (successive
rings) are highly recommended. This is because the consumed energy for the
transmission increases proportionally with the square of the distance between the
sender and receiver. To select a CHi from the next ring as a forwarder CH, this CHj
should calculate the ratio of residual energy of CHi , Eres(CHi), and the distance
between CHi and CHj, dCHi to CHi , as expressed in eq. 4.21.

ratio(Eres,dCHitoCHj) =
Eres(CHi)

dCHitoCHj

(4.21)

The candidate forwarder node having the maximum ratio rate is selected as a
final forwarder CH. In the most relevant clustering algorithms, the selection of the
forwarder CH is made randomly or based only on the residual energy or the shortest
distance. In this work, the ratio of residual energy and nodes distance is applied.
This enables to select the right relay node having the highest energy and shortest
distance to the transmitted CH. Considering only the residual energy can cause
some issues because it comes that a CH has the maximum energy but it is far away
from the source CH. Thus, the CH source energy is depleted promptly since it needs
more energy to transmit data packets. Considering also only the shortest distance
between the two CHs may cause some problems because the CH that is closest to the
source CH is not necessarily having the power to receive this packet. For this reason,
one of the contribution of the presented work is to combine the residual energy and
the distance to select efficiently the forwarder CH.

• Relay selection using cooperative communication

Although the energy consumed during the transmission is substantially higher than
during the reception, some scenarios are distinguished by a relatively low energy
level that is proportional to the energy required for the reception ERX. Therefore, to
benefit from this potential energy reduction, a cooperative communication system
should be set up to improve the network performance and to ensure a certain
balance between the transmission and reception. The importance of this approach
is the use of relay nodes as intermediate nodes, whereby the energy consumption
is proportional to the square of the distance, and therefore decreasing the distance
between the source and the destination reduces the energy considerably. As WSNs
are battery-powered, there is a strong need to design an efficient transmission rule
for clustered networks that reduces the energy transmission between any source
CH in the cluster while maintaining the required level of reliability. Furthermore,
a cooperative routing approach is developed that guarantees a reliable and energy
efficient packet transmission by selecting the optimal relay node in the routing
mechanism.

Algorithm 2 briefly explains the procedure of the relay selection sub-phase to reduce
the transmission range of primary CHs.
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Algorithm 2: Relay node selection process.
Result: (Relaynode)
CHT ,CHR,Eres(CHT),Eres(CHR), dCHT toCHR ,nj
i← 1
count=1
if Eres(CHT) > Eres(CHR) then

CHT sends Relay_Candidate_Signal packet to CHR
repeat

if (Relay_Candidate_Signal packet received = true) and (nj ∈ CHR) then
count← count + 1;
chance[j] = Eres(nj)/dnj toCHT

i← i + 1;
end

until i=count;
Relay_Chance←max(chance)
Relaynode← (nj(Relay_Chance))
Start cooperative transmission

else
CHT transmit its packet directly to CHR

end
return (Relay node)
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Figure 4.11: Relay candidate selection process.

As depicted in Fig. 4.11, a transmitter CH, CHT, transmits its data to the receiver
CH, CHR, directly when its residual energy is higher than the residual energy of the
CHR or via a relay node of the CHT itself in the other case. When performing the
inter-cluster transmission, a selected relay node can cooperate with its CH to reduce
the transmission range of CHs. CHR broadcasts a relay candidate signal packet
within a certain range, which presents its distance to CHT. If a node from cluster T
receives this relay candidate signal packet, it becomes a relay node for the CHR. This
node transmits an acknowledgement message to the CHR to confirm the reception of
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a relay candidate packet. The CHR gathers information from all candidate members
and transmits a data packet to the CHT including the residual energy of each node
(nj) and its position. Then, the CHR calculates for each candidate node its chance to
be a relay node by dividing the residual energy of node (nj) and its distance to CHT
(dnjtoCHT ). The node having the higher chance, ratio(Eres,dCHTtoCHR), is selected by
CHR as a relay node, which will forward the data received from CHT to CHR.

To select a CHi from the next ring as a relay, the CHj calculates the ratio of the
residual energy of CHi, Eres(CHi) and the distance between CHi and CHj, called
dCHitoCHj , as expressed in eq. 4.22.

ratio(Eres,dnj to CHT) =
Eres(nj)

dnj to CHT

(4.22)

To conclude, when the transmitter CH has more residual energy than the receiver
CH, it transmits its data packet directly without using a relay node. Otherwise, it
applies the relay selection algorithm to select the optimal relay node that cooperates
and assists the CH transmitter by minimizing the distance of transmission. Fig. 4.12
summarises the cooperation phase process.

Start relay
node selection

ECHT < ECHR

CHR transmits a
relay candidate
signal to CHT

Direct transmission

Find the set of relay
so that dnjtoCHR < d0

The set is not emptyThe set is empty

Select the realy so that
max(Eres(nj)/dnjtoCHT)

Yes

No

Figure 4.12: Flowchart of the transmission strategy.

4.2.4 Data collection phase

At this stage, all routes between the sensor nodes and the BS are well-established.
Data gathered from nodes are transmitted to the BS via their own CH. Then, the
collected information by each CH is transmitted to another CH from the previous
ring or to a relay node until reaching the BS. Fig. 4.13 describes in details the
working principle of the data collection phase. As presented in algorithm 3, The
data collection phase comprises two steps: Intra-clustering transmission step and
inter-clustering transmission step.
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Figure 4.13: Data collection phase process.

• Intra-clustering transmission

In this step, normal nodes except relay nodes, transmit their data packets to their
appropriate CHs. For each cluster, the CH transmits to its cluster members the
appropriate parameters for the schedule, which is divided into TDMA frames. An
example of a CH with two cluster members is illustrated in Fig. 4.14, where further
interest to the concept of TDMA-based schedule is given. A synchronization between
the CH and its cluster members should be respected to avoid the problem of clock
drift and packets collision. Indeed, after receiving the schedule from their respective
CH, each cluster member knows its timing and the timings of other nodes. They
sense the environment periodically and save the last sensed value. Their radios
are turned off, when it is not their time slot and wakes-up when their respective
time slot starts. They send the last data saved in their memory to the CH. Therefore,
an amount of energy can be saved in this case. The energy consumed by each CH
should be updated and recalculated for each round.

• Inter-clustering transmission

At the end of each TDMA frame, every CH forwards the collected data packets and
its own packet to the BS either directly, if the CH is from the first ring, or via another
CH from previous level or via a relay node. In the case of using a relay node between
the transmitter CH, "CHT", (i.e CH from ring (k)) and the receiving CH, "CHR", (i.e
CH from ring (k-1)), the relay node aggregates the received data from the transmitter
CH with its own data packet and forwards it to its respective CH.
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Figure 4.14: Intra-scheduling concept.

Algorithm 3: Data collection phase

1. Intra-clustering transmission
This step is applied for each sensor node except for
relay nodes

a) Sense environment parameters

b) Save sensed values

c) Sleep until its time slot starts

d) Transmit a packet to its own CH

2. Inter-clustering transmission

This step is applied for CHs and for relay nodes.
Each CH collects the received data as well as its own data
if Eres(CHT) ≺ Eres(CHR) then

if a relay node of CHT is selected then

1. CHT transmits the aggregated data packet to the relay node

2. Relay node aggregates its own data with the received packet
from CHT

3. Relay node forwards collected data packets to CHR

end
else

CHT forwards its data packet to CHR
end

4.3 Simulation set-up and comparative results
The operation of network is illustrated in Fig. 4.7. After the node deployment, the
cluster formation phase aims to select the CHs using the fuzzy logic system with the
residual energy, number of neighbouring nodes and centrality of node among its
neighbours. While the clustering process is finished, a cooperation phase is carried
out to establish the routes between CHs from the ring n to CHs from the ring (n− 1).
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Moreover, during this phase, the relay node considering its residual energy and its
distance from current CH is selected. Finally, a data collection phase is performed,
where various CHs aggregate data from cluster members and forward it to the BS
via an intermediate CH or a relay node.

4.3.1 Communication/message complexity analysis

In this section, the complexity analysis of the developed FEAUC protocol, in term
of total number of transmitted messages is described. Sensor nodes are assumed to
have the same features. In total, there is N nodes deployed in the network. Every
node broadcasts a message to discover its neighbours. For that, N messages are
exchanged. After calculating its chance to be a CH, N messages are broadcast for
the CH selection. From these N nodes, M(< N) nodes announce themselves as CH
and M messages are transmitted to their cluster members. Afterwards, (N −M)
nodes send joint messages to corresponding CHs. The total number of transmitted
messages, (NCL), during the cluster formation phase is equal to (3 N).

After that, the cooperative phase starts. H(< M) CHs from ring (k− 1) select CHs
from ring (k) as forwarder nodes. Thus, H joint request messages are broadcast.
(M− H) messages are transmitted from the candidate forwarders. After selecting
the optimal forwarder node, H messages are sent asking for joining. Thus, H other
joint messages are transmitted from the CHs of ring (k). Among these H CHs,
L(< H) nodes have a residual energy less than the forwarder CH energy. For this
reason, L relay candidate messages are broadcast to their cluster members. From
these L nodes, J(< L) CHs have empty sets of candidate relay nodes. Hence, no
message is transmitted. (L− J) messages are broadcast from the relay nodes. After
the selection of intermediate nodes, (L− J) messages are sent to optimal relay nodes.
The total number of transmissions in the cooperative phase, (NCO), is defined in eq.
4.23.

NCO = i(M− H) + H + L + 2j(L− J) (4.23)

Where i(< M− H) and j(< L− J) are, respectively, the number of joint request sent
by the forwarder CH and relay candidate.

For the data collection phase, (N − M) are transmitted as packets from cluster
members to corresponding CHs. (H− L) are transmitted from CHs of ring (k) having
higher residual energy than forwarder CHs of ring (k-1) or having no candidate
relay nodes. 2(L− J) are sent from relay nodes to transmitter CHs. The total number
of transmissions, (NDC), in this phase is equal to (N −M) + (H − L) + 2(L− J). At
the end, the number of message transmissions, Ntotal, for the FEAUC protocol is
expressed in eq. 4.24.
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Ntotal =NCL + NCO + NDC (4.24)
= 3N + N −M + H + (2j + 1)(L− J) + i(M− H)

= 4N + (i− 1)(M− H) + (2j + 1)(L− J)
=O(N)

From eq. 4.24, the order of the control message transmission for the developed
FEAUC protocol is 1. It has the same order of the first simple developed, LEACH
protocol [123]. This is the highly recommended property in the majority of WSN
applications. In the worst case, when i is equal to (M− H) and j is equal to (L− J),
the message complexity Ntotal is equal to O(N2).

4.3.2 FEAUC simulation

In this section, simulations are performed with the network simulator, NS3, to study
the energetic aspect of the developed FEAUC as well as to compare it to other
existing algorithms. Since the energy is the first objective of the presented work,
performance metrics such as the node’s residual energy, network lifetime, consumed
energy per iteration and number of packets received at the BS are highlighted. The
network lifetime can be measured per round until the first node dead i.e. it runs out
of its energy. The network lifetime is analysed through the FND, HND and LND
metrics.

Here, the developed FEAUC is analysed step by step. The offline phase starts by
determining the value that gives the minimum Epath, calculated in eq. 4.3, which
can be obtained by varying the number of rings in eq. 4.15. The curve of Epath that
varies with the number of rings for five different values of area radius is shown in
Fig. 4.15(a). The number of rings that gives the minimum value of Epath is illustrated
in Fig. 4.15(b).

Table 4.2: Configuration parameters: 200 nodes

Parameter Value

Network size 200 m × 200 m
Number of sensor nodes 200
Initial energy 1 J
Data packet size 4000 bits
Circuit energy consumption (Eelect) 50 nJ/bit
Multi-path channel parameter (εamp) 0.0013 pJ/bit/m4

Free space channel parameter (ε f s) 10 pJ/bit/m2

After calculating the optimum number of hops, the step of node deployment starts.
By applying eq. 4.6, the number of nodes in each ring can be determined. As seen
in Table 4.2, 200 nodes need to be deployed in an area of 200 m × 200 m, where the
BS is located in the centre of the network. The radius, R is equal to 50 meters as
depicted in Fig. 4.16(a).
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Figure 4.15: (a) Path energy for various number of rings and network radius, (b) number
of rings that gives the optimal path energy for different radius.

In the first ring, the optimal number of nodes are 50, while in the second ring, it is
150 nodes. The nodes are then distributed randomly in each ring. Before starting
the selection of CHs, the step of the optimal cluster radius calculation is launched.
By applying eq. 4.18, for the first ring, the optimal radius of each cluster is equal to
29.82m and for the second ring, the cluster radius is about 38.5m.
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Figure 4.16: (a) Deployment of 200 nodes in 200 m × 200 m network, (b) data communi-
cation during the first round.

Fig. 4.16(a) presents the dispersion of the sensor nodes in the field, the intra-
clustering and inter-clustering process is illustrated in Fig. 4.16(b).
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After finishing the offline phase, the cluster formation phase starts by exchanging a
neighbouring discovery message between nodes within their cluster radius. Then,
the process of CH selection is initiated. As discussed in section 4.2.2, the developed
FEAUC considers three inputs fuzzy variables: Node residual energy, node density
and node centrality. The evaluation of cluster formation is done based on the
following three fuzzy membership functions illustrated in Fig. 4.17(a), 4.17(b) and
4.17(c). The residual energy is taken between 0 and 1 Joule because the initial energy
of each node is 1 Joule and after running process, it decreases until being 0 Joule,
which means the node runs out of energy.
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Figure 4.17: Membership function for input variable: (a) Node remaining energy [J], (b)
node density, (c) node centrality, (d) membership function for output variable "chance".

As seen in Fig. 4.16(b), for 50 nodes, the number of CHs of the first ring are 12, while
20 CHs are selected in the second ring for a total number of 150 nodes. Indeed, 24%
of nodes are selected as CHs in the first ring, while only ' 13% of nodes are used as
CHs in the second ring.

As conclusion, the number of CH increases when near to the BS compared to the
total number of nodes in each ring. Since CHs from the first ring are responsible to
collect data from their cluster members and forward the received packets form the
second ring, it is important to have more number of CHs. It can be seen also, that
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having a lot of CHs can reduce the number of cluster members, so that the energy
can be balanced between CHs from different rings.

4.3.3 Comparison to the state of the art

This section is devoted to compare the developed FEAUC algorithm with some
existing algorithms in terms of total network remaining energy, FND, HND and
LND metrics. Two scenarios are adopted during simulations. One for small density
(100 nodes) and the second one for a large density (1000 nodes). In the first scenario,
FEAUC is compared with Fuzzy Logic [121], MOFCA [12], DUCF [114] and MCFL
[13]. While, in the second scenario, it is compared with FAMACROW [115] and
IFUC [124].

• First scenario: Small density

As seen Fig. 4.18, the BS is located in the centre of the network, where 100 nodes are
deployed in an area of 100 m × 100 m. Different unequal clustering algorithms are
evaluated according to simulation results presented in Table 4.3.

Table 4.3: Configuration parameters for small and large densities

Parameter Scenario 1 Scenario 2

Network size 100 m × 100 m 1000 m × 1000 m
Number of sensor nodes 100 1000
Initial energy 0.5 J 0.5 J
Data packet size 4000 bits 6500 bits
Circuit energy consumption (Eelect) 50 nJ/bit 50 nJ/bit
Multi-path channel parameter (εamp) 0.0013 pJ/bit/m4 0.0013 pJ/bit/m4

Free space channel parameter (ε f s) 10 pJ/bit/m2 10 pJ/bit/m2
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Figure 4.18: Nodes deployment in 100 m × 100 m network (scenario 1).

The value that gives the minimum Epath can be obtained by varying the number of
rings in eq. 4.15. The curve of Epath that varies with the number of rings for five
different values of half area length R is shown in Fig. 4.15(b).
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For the first scenario and with a length R equal to 50 m, the number of rings that
minimizes the value of Epath is two rings. So, the ring width can be simply calculated
by dividing R by the optimum number of hops, with γ = 25 m. For the first iteration,
in the first ring, we have 25 nodes with four CHs and the cluster radii is 29.82 m,
while in the second ring, we have 75 nodes with 8 CHs and a cluster radii of 38.5 m.
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Figure 4.19: Network remaining energy of different protocols in each round.

Fig. 4.19 illustrates the evaluation of the remaining energy for the whole network.
FEAUC outperforms the other protocols in term of energy consumption. After 600
rounds, the residual energy in the developed FEAUC algorithm is approximately
equal to 24 joule. FEAUC is about 25% more energy efficient than MCFL, about 38%
more energy efficient than to MOFCA and about 70 % more energy efficient than the
Fuzzy Logic algorithm.

Simulations, illustrated in Fig. 4.20, show that the developed FEAUC outperforms
the Fuzzy Logic, MOFCA, DUCF and MCFL algorithms in terms of FND, HND and
LND metrics. Considering the FND metric, the proposed algorithm is more efficient
than Fuzzy Logic algorithm by 36%, MOFCA by 16%, DUCF by 13% and MCFL by
5%. According to HND metric, the proposed algorithm is more performant than
Fuzzy Logic algorithm by 18%, MOFCA by 14%, DUCF by 12% and MCFL by 2%.
For the LND metric, FEAUC is more efficient than Fuzzy Logic algorithm by 13%,
MOFCA by 8%, DUCF by 2% and MCFL by 1%.

As explanation for the results shown in Fig. 4.19, Fig. 4.20 and Fig. 4.21, it is noticed
that the Fuzzy Logic algorithm does not use unequal clustering, which generates
the hot spot problem and reduces the number of data packets received at the base
station. Through the selection of a relay CH to transmit data packet to the BS from the
first CH, the MOFCA algorithm outperforms the fuzzy-based clustering algorithm
[121]. Varying the cluster size of CH nodes, DUCF ensures good results in terms
of energy consumption and network lifetime. Because of the use of fuzzy logic for
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the determination of the optimal node radius for each cluster, MOFCA outperforms
DUCF algorithm. Reducing the number of CHs selection and reducing the repeated
sending of messages, MCFL increases the network lifetime.
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Figure 4.20: Number of dead nodes of different protocols over rounds.

Fuzz
y Logic

M
OFCA

DUCF

M
CFL

FEAUC
300

400

500

600

700

800

900

1000

1100

1200

1300

Clustering algorithm

N
um

be
r

of
ro

un
ds

FND HND LND

Figure 4.21: Comparison of FND, HND and LND of each protocol.

The performance of the developed algorithm is better than existing algorithms, since
the selection of CHs with maximum number of neighbouring nodes decreases the
overall intra-cluster communication cost and selection of nearby relay CH decreases
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the inter-cluster communication cost. This fact enables to reduce the overall energy
consumption of the network. Moreover, calculating the optimal radius of a CH is
very important for saving energy.

• Second scenario: Large density

In the second scenario, comparisons are made based on simulation parameters given
in Table 4.3. The BS is located in the centre of the network. As seen in Fig. 4.22, 1000
nodes are deployed in an area of 1000 m × 1000 m.
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Figure 4.22: Nodes deployment in 1000 m × 1000 m network (scenario 2).

As shown in Fig. 4.15(b), for this scenario and with a length R equal to 500 m, the
number of hops that minimizes the value of Epath is 8 hops. So, the ring width can
be simply calculated by dividing R by the optimum number of hops, with γ equal
to 62.5 m. To investigate the energy efficiency of unequal clustering algorithms, the
sum of residual energy of nodes is measured and traced in Fig. 4.23 every 20 rounds.
After 300 rounds, the residual energy in the developed FEAUC is approximately
equal to 260 joule. FEAUC is about 8% more energy efficient than FAMACROW and
about 48% more energy efficient than to the IFUC.

Considering the FND metric, the developed FEAUC algorithm is more efficient than
IFUC by 96% and FAMACROW by 92%. According to HND metric, the proposed
algorithm is more performant than IFUC by 58% and FAMACROW by 34%. For the
LND metric, FEAUC is more efficient than IFUC by 53% and FAMACROW by 36%.

As explanations for the results shown in Fig. 4.23 and Fig. 4.24, it is noticed that the
energy consumption of IFUC is maximum and the network lifetime is minimum.
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Figure 4.23: Network remaining energy over rounds.
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Figure 4.24: Number of dead nodes over rounds.

This is explained by the fact that, some nodes can be included in more than one
cluster at the same time. Hence, the overlapping problem is increased dramatically
leading to the energy depletion. FAMACROW protocol shows an improved lifetime
ratio and a reduction of energy consumption of nodes because of using the fuzzy
logic approach for the CH selection and ACO for inter-cluster routing and for
diffusing data to the BS. So, FAMACROW outperforms IFUC protocol. Nevertheless,
the developed protocol, FEAUC, shows better performance in terms of energy
consumption and network lifetime. Indeed, FEAUC is based on the cluster radius
calculation, ring radius competition and CH selection with maximum number of
neighbouring nodes. This enables to reduce the overall intra-cluster communication
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cost and the selection of nearby relay CH decreases the inter-cluster communication
cost. As a result, the overall energy consumption of the network is decreased.
Moreover, the network lifetime is extended by keeping clusters fixed and rotating
CHs after the first round.

IFUC FAMACROW FEAUC
0

100

200

300

400

500

600

700

800

N
um

be
r

of
ro

un
ds

FND HND LND

Figure 4.25: Comparison of FND, HND and LND for each protocol.

Results illustrated in section 4.3.3 are given by rotating CHs every round. FEAUC
selects a new CH in each round; nevertheless, it outperforms the most relevant
unequal clustering protocols. Although, the re-clustering is intended to enhance
the network lifetime by distributing the large load of CH tasks equally among the
normal nodes, running the clustering process in each round is an additional burden,
which can significantly drain the remaining energy. For this reason, it is important
to alleviate the problem associated with the re-clustering as well as leveraging the
potential benefits of round-based clustering techniques. To this end, an energy-based
threshold method is used to trigger the re-clustering process. In the following, a
description of the developed fault-based algorithm is detailed.

4.4 Energy efficient fault tolerant recursive clustering protocol
This section is devoted to describe the FEAUC based fault tolerant algorithm
(IFEAUC-FT). It supports both intra-cluster and inter-cluster fault tolerance. To
avoid the re-clustering process in each round, a backup CH is selected only when
the residual energy of the primary CH is not enough to run the current round. This
is defined as intra-cluster fault tolerance. Each round includes the three phases
of the developed FEAUC. Indeed, only CHs having less residual energy than the
defined threshold will trigger the cluster formation phase and the same process used
in the first round is carried out. Others CHs complete the round normally without
running both cluster formation and cooperative phases. Sensor nodes have limited
energy constraints and are highly prone to failure as they have many functions.
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Malfunctioning nodes affect both data transmission and also reduce connectivity
and network life. For this reason, inter-cluster fault tolerant technique consists on
building a backup routing path in case of link failure between CHs from different
rings.

Algorithm. 4 describes in details the overall working process of the developed
FEAUC-FT algorithm.

Algorithm 4: FEAUC-FT algorithm
N: total number of sensor nodes in the network
Eres(i): residual energy of node i
Einitial : initial energy
threshold: fixed threshold value
list_BCH: list of BCH for a primary CH i
TTL = 1

max( Eres
Emax ),dmax

Intra-cluster fault tolerant based BCH
Start round by cluster formation phase
if ECH > Threshold Einitial then

CH completes the round normally.
else

Send a SoS message to the set of the BCH.
while (list_BCH 6= ∅) do

i=1;
if EBCH(i) < ThresholdEinitial then

node BCH(i) becomes a CH;
Broadcasts an update message to cluster members;
Complete the round normally;
i← i + 1;

else
Set threshold new threshold = last threshold− 10;
if Threshold > 0 then

Start round by cluster formation phase ;
else

Check the energy availability of the concerned CH;
if I f energyisenoughtoruntheround then

Complete the round normally;
else

Stop;
end

end
end

end
end
Inter-cluster fault tolerant based backup routing path
if (No ACK received at CHi from ring k and TTL=0) then

Select a new CH from ring (k-1)
send (data_packet (CHk) to new CH(k−1))

end

4.4.1 Intra-cluster fault tolerant based backup CH

Here, a description of the developed solution for avoiding the re-clustering process
is given in details. To this end, TCL, TCO and TCN are considered, respectively, as the
clustering time, cooperation time and data collection time for the entire network. The
network lifetime can be introduced as i(TCL + TCO + TCN) + j(TCO + TCN), where i
presents the number of times that the clustering operation is performed and j is the
number of times that the network works without clustering process. Therefore, a
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total time of i(TCL) is used for the clustering operation. Reducing the TCL time leads
to reduce, significantly, the energy consumption of the whole network. To do so,
a backup CH is selected. Since each clustering phase is followed by a cooperative
phase, switching the primary CH by a BCH requires also the selection of both
forwarder and relay nodes. In this FEAUC-FT algorithm, only CH having a residual
energy less than the threshold energy will trigger the switching operation. Other CHs
complete the round normally by launching only the data transmission phase. The
time needed to switch from a primary CH to a BCH is shorter than the re-clustering
time. Therefore, reducing the re-clustering occurrence can reduce significantly the
energy consumed in certain clusters.
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Figure 4.26: Flowchart of the fault tolerant based BCH.

As seen in Fig. 4.26, from the beginning of a round, each CH builds a ranked set of
BCHs including all members according to their chance to be a CH. Then, it checks
its residual energy. If it is still more than the defined threshold, it continues to
work as a CH and complete the round normally. Otherwise, it verifies if the first
node of the BCHs list has more or equal energy than the preset threshold. If so, it
transmits a SOS message to the nominated BCH to become the primary CH for this
round, which will continue working as a CH. The selected BCH broadcasts therefore,
an update message to all cluster members including the previous CH informing
them with its new status. Then, these nodes will send a join message to the new
nominated CH. After that, the cooperative phase is launched, where the new CH
selects the forwarder CH. If the first nominated BCHs does not fit the condition,
the primary CH will looks in the ranked list to the next nodes till having one who
has a residual energy equal to more than the defined threshold. Otherwise, a new
clustering process is launched and a new threshold value is assigned, which is less
than the previous one.
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4.4.2 Inter-cluster fault tolerant based backup routing path

In case of successful inter-cluster data transmission, a CH from ring (k) receives
an acknowledgement (ACK) from a CH of ring (k-1) informing it that it receives
successfully the transmitted packet. However, when a CH from ring (k) gets failure
to transmit its data packets to the CH of the previous ring as seen in Fig. 4.27,
then it instantaneously uses its backup routing path, which needs to be the same
for the incoming data packet transfer. Therefore, the number of dropped packets
can be decreased. If a CH from ring (k) waits for a certain Time-To-Live (TTL), as
expressed in eq. 4.25, and do not receive any acknowledgement, then it sends a
health message to all the CHs from ring (k-1) within its transmission range informing
them to forward its data packet.

TTL =
1

max( Eres
Emax

),dmax
(4.25)

where Eres is the current remaining energy of the transmitted CH, Emax defines
the maximum energy related to a full battery and dmax is the distance between the
transmitter and receiver CHs.
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Figure 4.27: (a) Data transmission policy, (b) acknowledgement transmission policy, (c)
fault identification, (d) fault recovery technique.

4.4.3 Simulation and performance analysis

A group of sensor nodes are deployed randomly in a 100 m × 100 m field. They are
static after the deployment. The BS is placed at (0, 0) (marked with red triangle in
Fig. 4.28). Fig. 4.28 presents the dispersion of the sensors in the field and the chosen
CHs from the first of data collection cycle.
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Figure 4.28: Network partitioning into clusters.

25 nodes are deployed in the first ring and 75 nodes are dispersed in the second ring.
Detailed configuration is illustrated in Table. 4.4

Table 4.4: FEAUC-FT: Configuration parameters
Parameter Value
Network size 100 m × 100 m
Number of sensor nodes 100
Initial energy 1 J
Data packet size 4000 bits
Eelect 100 nJ/bit
εamp 0.0013 pJ/bit/m4

ε f s 10 pJ/bit/m2

Threshold 50 % of residual energy

Simulation results are carried out using the network simulator NS3. The values are
expressed in term of rounds, which defines the data collection cycle. To evaluate the
performance of the developed FEAUC based fault tolerant algorithm (FEAUC-FT),
some parameters such as the network’s remaining energy, the number of dead nodes
in each round, the FND, HNd and LND metrics are considered.

The first evaluated parameter is the total residual energy of the whole network as
seen in Fig. 4.29. Since each node has one Joule as initial energy, the total energy of
all the network is 100 J at the beginning of the algorithm. The battery of each sensor
node depletes proportionally with the increase of the number of round. For example,
at round 500, DUCF has the lowest residual energy, which is approximately 24 J.
FEAUC has about 30 J. MACHFL-FT has 40 J as energy level. On the other side, the
developed FEAUC-FT algorithm has the highest remaining energy, about 57 J.

Since the developed FEAUC-FT algorithm avoids the selection of CHs in each round
by fixing an energy threshold value, the energy consumed for the re-clustering
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process increases significantly. Since DUCF repeats the clustering process in each
round, then it consumes more energy. As proved in the given simulations, DUCF
is the most consumed energy algorithm compared to others. To detect the packet
transmission failure between two CHs form different rings by using a back-up
routing path process, an amount of energy is consumed. FEAUC-FT normally
consumes more energy than FEAUC, but since it uses a fixed threshold value to
select a new CH, then the total number of exchanged packets decreases and thus
the total residual energy is saved. By fixing a threshold, the MACHFL-FT algorithm
avoids the re-selection process of CHs. So, the number of messages is reduced
leading to save the total network energy. Despite, adding a routing back-up path
process to detect packets loss in the inter-data transmission sub-phase, the developed
FEAUC-FT outperforms the MACHFL-FT algorithm in term of energy consumption.
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Figure 4.29: Network remaining energy of different protocols over rounds.

Fig. 4.30 presents a comparison of the proposed FEAUC-FT algorithm with other
ones in term of network lifetime. Thus, only few nodes leave the network after
successive rounds.

Simulations, illustrated in Fig. 4.31, prove that the FEAUC-FT algorithm outperforms
DUCF, FEAUC, and MACHFL-FT in terms of FND, HND and LND. Respecting to
the FND metric, the proposed algorithm is more efficient than DUCF by 21%, FEAUC
by 8% and MACHFL-FT by 4%. Similarly, the proposed algorithm with respect to
the HND metric is 18% more performant than the DUCF, 54% more efficient than
FEAUC and 29% more performing than MACHFL-FT. Considering the LND metric,
the developed FEAUC-FT algorithm is more efficient than DUCF by 54%, FEAUC
by 57% and MACHFL-FT by 9%.
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Figure 4.30: Number of dead nodes in each protocol over rounds.
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Figure 4.31: Comparison of FND, HND and LND metrics.

As explanation for the results illustrated in Fig. 4.29, Fig. 4.30 and Fig. 4.31, since
the transmission and reception of packets between nodes within same cluster in the
clustering process increase the total consumed energy, avoiding the re-clustering
process in some rounds by using a preset threshold can save the network’ total
energy. An amount of energy can be added when building a back-up routing path
between CH from ring (k) and a CH from ring (k-1). Despite this, the proposed
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algorithm outperforms other algorithms, which do not consider the recovery of
failed routing paths between different CHs. This can be explained by the choice of
the input parameters of the fuzzy logic system to select the CH and the determination
of the optimal number of nodes in each ring and the optimal cluster radius per ring
as seen in [8].
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Figure 4.32: Number of received packet at the BS over rounds.

Fig. 4.32 illustrates the performance of the developed FEAUC based fault tolerant
algorithm compared to the the FEAUC [8]. The number of packets received on the
BS increases from one round to another. By building a backup routing path in case of
link failure between CHs from different rings, the packet loss will be decreased and
so more packets will be transmitted to the BS. For example, at round 100, around
500 messages are lost using FEAUC.

4.5 Characteristics analysis of the developed FEAUC Protocol
To conclude this chapter, the major characteristics of the novel FEAUC protocol can
be summarized in the following points:

• The network is assumed as a circle, where the BS is located in the centre.
As seen in Fig. 4.33, the whole area is partitioned into defined number of
rings with specific radii. This helps to ensure a full coverage compared to the
rectangular partitioning model.

• The circular partitioning model enables the protocol to be implemented in the
most diverse territories and tested for different network scale.

• The optimal cluster radius and the ring width are determined through an
energy analysis model. This helps to balance the network energy consumption
and avoid the hotspot problem created by the multi-hop communication.
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• CHs are selected using the fuzzy logic system, where the node residual energy,
density and centrality are considered to calculate the chance of a node to be a
CH. Combining these three parameters helps to choose the optimal CH.

• The relay metric is considered using the ratio of the transmitter CH and its
distance to the tentative forwarder CH. This helps to prevent the long haul
transmission between CHs and balance the overall energy consumption by
selecting the optimal path to transmit data to the BS.

• The FEAUC-FT algorithm is developed to reduce the clustering overhead by
selecting a BCH when the primary CH has an amount of energy less than a
fixed threshold value. This decreases the number of transmitted data between
cluster members and reduces the total consumed energy.

• A backup routing path is built between CHs from different rings to re-transmit
the lost data packets in case of link failure. This ensures a higher data through-
put.

Inter-cluster communication

Intra-cluster communication

CH

Cluster member

Figure 4.33: Data transmission for the developed FEAUC protocol.



CHAPTER 5

Experimental validation of the developed unequal clustering
protocol

In this chapter, a test-bed implementation of the developed FEAUC protocol is
carried out to evaluate its efficiency on real hardware. Some sensor nodes, powered
with non-rechargeable batteries, are deployed in a circular area forming clusters.
Since the residual energy is a primary factor in the developed protocol, a low power
cost-efficient circuit is designed to measure the current consumption, which is later
used to calculate the consumed power of the sensor node during different operations.
The the energy consumption of the deployed nodes, their lifetime relative to the
transmitted packets to the BS are evaluated in real time. Afterwards, a comparison
between simulation and experiment is conducted in terms of energy consumption
and total packets received at the BS.

5.1 Real-time implementation of the developed FEAUC protocol for
large-scale applications

A brief overview on the network topology and node deployment is provided in this
section. Besides, the selected wireless sensor node is introduced. To characterize the
energy consumption of the node, the four-wire measurement method is used.

5.1.1 Node deployment and network overview

The test-bed includes a number of sensor nodes placed in a circular-partitioned area.
Besides, as depicted in Chap 4, the shape of the field is assumed as a circle, where
the BS is located in the centre. The entire area is partitioned into a specific number of
rings with a defined radii. After the deployment of nodes, they broadcast their RSSI
values to discover the list of the associated neighbours. Added to that, it is assumed
that the nodes and the BS are stationary and all nodes have an equal initial energy.
Once nodes are deployed and the network is established, each node executes a fuzzy
logic-based algorithm, gathering an output giving it a chance to be a CH.

5.1.2 Characterization of nodes status

One of the most effective solution to save energy is to switch on the radio transceiver
only when sending the information. Preferably, the power is turned off when there

87
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is no data to send and it should be restarted as soon as a new data packet is ready
for the transmission. This method saves significantly the energy. Depending on the
network activity, nodes can switch from the active state to sleep state. This practice
is commonly referred as a state transition or duty cycling. As depicted in Fig. 5.1, the
sleep and wake-up scheduling algorithms are required for any duty-cycling scheme.
Several scientific works [125], [126] have used this technique in order to extend the
sensor node lifetime. In [125], the author demonstrates that with those techniques,
30 to 33% of saved energy can be guaranteed.

In the presented work, the state transition differs from one node to another consider-
ing its nature i.e, a normal node or a CH. For the normal node, it has four states: Off,
sense, transmit and sleep. Each state has a specific function. After the booting of the
node, the state changes from off to sense. In the sense state, the sensor node collects
data from its environment and sends it to the microcontroller for processing. The
radio of each node wakes up periodically from the sleep mode and listens for the
incoming packets without interacting with the MCU. When the time schedule for
this node is ready, the transmit state is launched. The node sends the sensed data to
the corresponding CH following its time schedule. The time duration of this mode
can be determined in eq. 5.2. If there is no data to be sent, the sensor node goes to
the sleep mode. In case of hardware or software failures or battery drainage, the
node goes to the off state.
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Figure 5.1: State transition: (a) Normal node (b) CH node.

The state transition of the CH is described in Fig. 5.1(b), which includes seven states.
After the node booting, the state varies from off to active. During the active mode,
the CH broadcasts a message to its cluster members informing them with its status
or requests data from them if available or send to them their schedule time or other
information. Then, the CH goes to the sense mode. After receiving data from the
normal nodes, the CH state changes from receive to process. During the process
state, the CH collects data from its cluster members and goes to the transmit state.
Therefore, it transmits the aggregated data packet directly to the BS if it is located in
the first ring, otherwise to another CH. Then, the CH goes to the active mode again
in case of no data received, it goes to the sleep state.
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5.2 Energetic investigation of wireless sensor node
Due to limited resources of sensor node hardware, power consumption is a crucial
characteristic. Therefore, the choice of low power physical components helps to
improve the energy consumption of the overall network. For this reason, the low
power wireless platform panStamp NRG 2.0 (see Annex A) is used in this dissertation.
It is based on the popular CC430F5137 SoC, including MSP430 microcontroller and
CC11XX radio chip, which operates at 433 and 868-915 MHz. All nodes i.e the BS,
the CH and the normal node are equipped with a PanStamp NRG 2.0. The BS is
responsible for the data collection and then displaying it via a serial monitor (or
a simple user interface). The data can be also uploaded to a server or a real time
database (Firebase).

5.2.1 Black box based energetic model

To measure the energy consumption of a sensor node, the white box-based energy
model is used in several research papers [8], which uses the distance between the
transmitter and receiver nodes. To transmit l bits over a distance d, the consumed
energy by the transmitter ETx and the receiver ERX can be described in eq. 4.4,
which is defined in Chap 4. In this model, different required parameters need to be
available in the datasheet of panStamp NRG 2.0. However, some useful information
are not provided in the datasheet of the used radio including the electrical energy of
the circuit needed to transmit or to receive a message Eelect, the energy consumption
factor for free space ε f s and the energy consumption factor for multi-path radio
model. Therefore, the aforementioned energy model can not be used in the real
implementation.

Since panStamp is a SoC, it can be viewed in terms of its inputs and outputs without
knowing its internal workings. That is why the used energy model is called black
box. This model has to be accurate enough to predict approximately the real network
lifetime by considering the state of a sensor node: Sleep, Transmit, Receive, etc. The
energy consumed of each node, Estate, can be described in eq. 5.1.

Estate = ∑
state

Vstate · Istate · ∆tstate (5.1)

where Vstate is the supply voltage in volt, Istate presents the consumed current in each
state, in Ampere and the ∆tstate presents the state duration in seconds. The chosen
energy model is primarily based on these three parameters. Nevertheless, the most
important one is time spent in each state, as this parameter affects the consumed
energy giving different current values. The transmission rate is about 38.4 kbps. The
energy needed to transmit one bit can be calculated using the method introduced in
[127]. The time needed to send or receive 1 bit ∆tTx/Rx is described in eq. 5.2.

∆tTx/Rx =
Packet size
Data rate

(5.2)
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According the node’s role, its total consumed energy Econsumed is the sum of the
consumed energy in each state (eq. 5.3).

Econsumed = ∑
i

Ei (5.3)

where Ei presents the energy consumption of a node in each state in Joule, and i
is the state i.e. transmission state (Tx), receiving state (Rx), sleep state, and even a
switch state has been considered in order to provide a precise and realistic energy
consumption model.

Depending on the used data rate and the packet size during the transmission and
reception, in each state, the consumed energy can be calculated given its state
duration. Calculating the remaining energy in batteries requires two parameters as
shown in eq. 5.4.

Eremaining = Einitial − Econsumed (5.4)

The consumed energy of a sensor node in Joule Econsumed has been calculated in eq.
5.3, while, the initial energy, Einitial, is given from the battery’s datasheet [128]. With
1150 mAh of battery capacity and 1.5 V as voltage, each battery has 6210 J of initial
energy calculated in eq. 5.5. Using two batteries for one sensor to reach 3 V as a
power supply, that initial energy needs to be multiplied by 2. It means finally, each
sensor has 12420 J as initial energy.

Einitial = Voltage ·Capacity of battery (5.5)

5.2.2 Battery-driven power supply

The residual energy can be easily estimated using the battery voltage, which can
be read by the ADC. However, these values are not constant. In fact, the voltage
value is steady as long as the node is off. When the node is turned on, the voltage
starts to fluctuate around the original value. When the radio is active, the voltage
decreases, otherwise it is increased. In [125], [126], it is assumed a constant value of
supply voltage due to the hard approximation or measurement. In [129], a battery
model is used in which the discharge curve of the battery is approximated as a
linear curve. The battery capacity depends also on temperature and the initial
capacity of the battery. Based on the linear model of the discharge curve, the capacity
equation of the battery can be introduced. This method has not been measured
experimentally. Hence, estimating or measuring the supply voltage is challenging
due to the variation of current, initial energy and temperature impacts.

5.2.3 PanStamp energy characterization using four-wire energy measurement method

Accurate power estimation at early design stage is a key ingredient for a successful
design methodology at system level. The measurement instrument used is a Keysight
Technologies E5270 8-channel Precision Measurement Mainframe [97]. It supports a
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high-resolution Source/Measure Unit (SMU). The SMU applies a voltage to the force
connection and measures it over the device under test (DUT) with a sense interface.
The controller automatically adjusts the supply voltage to match the voltage drop
that is caused by the parasitic resistances of the force wires. The current profile is
measured using the integrated ammeter in series with the force connection. The
thereby introduced voltage drop is eliminated by the feedback-controlled 4-wire-
setup.
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Figure 5.2: Four-wire measurement setup involving a Keysight technologies E5270 8-
channel precision measurement mainframe following [97] guarding and shielding using
a source measurement unit (SMU).

Fig. 5.2 shows the measurement setup including the measurement device on the left
side and the Faraday cage containing the microcontroller as device under test on
the right side. Both are connected by three triaxial shielded and guarded cables to
minimize errors caused by wire resistance.

It is important to determine the maximum transmission range of a node to configure
its sending power. For this reason, real outdoor measurements are carried out to
define the maximum distances in each configuration. These measurements are later
used to calculate the consumed current of a sensor node according to the transmitted
payload size. In real environmental conditions, deployed nodes can face various
obstacles and external issues coming from the weather or environment, which can
limit the transmitting-receiving range. For this reason, as seen in Fig. 5.3, a field
test of experiments is carried out in a park having different types of hurdles such as
trees, plants, persons moving.

As shown Fig. 5.3(a), the transmitter node is positioned directly in the grass. On
Fig. 5.3(b), a receiver node is connected to a laptop to examine received data packets.
The first tests, radio sensor nodes are configured in Tx low power. Second one, radio
motes are configured in Tx high power. Distance measured between nodes are made
with precise laser-powered BOSCH GLM 80 device.
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Transmitter node

(a)
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Figure 5.3: Outdoor field test for: (a) Transmitter node, (b) receiver node.

Table 5.1 shows experimental results based on maximum distance determined ap-
proximately when the first data packet is lost.

Table 5.1: Measured distance according to power transmission

Power transmission configuration [dBm] Measured distance [m]
Tx low power: 0 70
Tx high power: +12 110

In Fig. 5.4, a proof of the concept for the presented energy estimation approach is
carried-out for experimental evaluation. Different test beds are necessary to fill in a
complete survey of measurements. Table 5.2 provides the average consumed current
for different payload size (8 bytes, 16 bytes and 32 bytes) for each operation cycle.
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Figure 5.4: Outdoor field test for: (a) The transmitter node, (b) the receiver node.

The CC1101 [130] contains a specific packet structure provided in Fig. 5.5 with a
total size ntotal. The preamble pattern is an alternating sequence of ones and zeros
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(10101010. . . ). The minimum length of the preamble is programmable through the
value of MDMCFG1·NUM_PREAMBLE. When enabling Tx, the modulator starts
transmitting the preamble. When the programmed number of preamble bytes npream
are transmitted, the modulator sends the synchronization word and then the stored
data available in the Tx First In First Out (FIFO) buffer.
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Figure 5.5: CC1101 packet structure.

If the Tx FIFO is empty, the modulator continues to send preamble bytes until the
first byte is written to the Tx FIFO. The synchronization word is used to identify
networks and make them "unique". It is presented by four-byte values at maximum.
It is an initial 2 bytes with 2 bytes value transmitted by most radios to synchronize
timings between nodes.

Table 5.2: Drained current for different node operations and different payload size.

Mean current Datasheet [mA] 8 bytes [mA] 16 bytes [mA] 32 bytes [mA]
WOR NA 2.69 2.57 2.51
Tx 36 max 20.12 19.69 18.2
Rx 18 max 12.21 12.19 12.09
Sleep mode 1-2 10−3 0.46 0.36 0.41
Tx to Sleep transition NA 2.81 2.85 2.72

The operation cycle of the sender is presented in Fig. 5.6 including Wake On Radio
(WOR), transmit (Tx), switch from Tx to sleep mode and sleep modes. This node is
supplied by 3.3 V and it transmits 8 bytes as payload.

The data bytes are transmitted as shown in Fig. 5.7. The number of samples recorded
during the transmission are around 3, 5 and 8 for 8, 16 and 32 bytes respectively.
From this figure, the time required to transmit x bytes can be calculated as illustrated
in eq. 5.6,

time = 0.103x + 0.884 (5.6)

As seen from the table 5.3, the energy required for the transmission of one byte is
higher when the total data bytes transmitted are less. The energy required per byte
transmission for 8 bytes is more compared to 32 bytes. Thus, it can be noticed that,
the more the data bytes are transmitted, the less the energy per byte is consumed.
The current required to transmit a data packet between two nodes decreases when
the size of payload increases as seen in table 5.3.
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Figure 5.7: Measurement of the number of points per bytes.

Investigating radio datasheet and some official online documentation of panStamp
NRG 2, depending on the state of the sensor node and in power transmission,
different current consumption values can be used. However, the distance can be
included with exploring the power transmission. Two radio configurations can be set
up. The first one is called Tx high power configuration, which represents +12 dBm
as power transmission in the documentation. The second one is called in Arduino
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Table 5.3: Summary of the energy consumption for different payloads

Payload
bytes

Total number of
transmitted bytes

Number of
points

Energy per
payload byte [µJ]

Sampling
period [ms]

8 22 3 21.7 1.2
16 38 5 21.3 1.2
32 70 8 18.5 1.2

Tx low power configuration, which represents 0 dBm as power transmission. Due to
these possibilities,the distance can be included as from now on, passing by the first
configuration to a second one, current consumption values are changed and that
can affect consumed energy when sensor nodes are differently deployed in terms
of distance. Switching between two configurations depends on distances between
nodes and their capability to send data without any data loss. Definitely, using 0
dBm as a power transmission enables to save more energy compared to the current
consumption values of the second configuration.

5.3 Design of a dynamic autonomous energy consumption measurement
circuit

The available integrated circuits on the market are not intended to meet the dynamic
range and sampling demands of the developed FEAUC protocol. For this reason,
in this work, a new electronic circuit that can measure the power consumption of a
wireless node in a real time is designed. This section describes in details the designed
circuit for the energy consumption measurement.

5.3.1 Experimental setup of the proposed electric circuit

An electric circuit with low energy consumption that helps to measure the consumed
current while transmitting or receiving a data packet is designed and presented in
Fig. 5.8. The output of the circuit is connected to an analog pin of the transmitter
node to read the output voltage of the circuit and measure the current consumption
of the sensor nodes. Then, it sends the data to the receiver node, which is connected
via USB cable to the computer.

The developed measurement setup is presented in Fig 5.8. It is acting as a load to
measure the current and power consumption at different states and lifespan of the
wireless sensor nodes. The developed circuit is connected to the transmitter node
and the receiver node is connected to the laptop via serial communication to monitor
the results of the consumed energy consumption by the transmitter.

The working principle of the circuit can be described within this section. As seen
in Fig. 5.8, the current comes from the battery supply of ±3VDC flowing through a
shunt resistor R2 of 0.2 Ω and panStamp. The shunt resistor is connected to the input
of the LT1637 precision amplifier with supply voltage of 3 VDC. The current flows
through R1 then into the MOSFET BS [131]. The BS 170 N channel enhancement
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Figure 5.8: Experimental setup of the designed circuit.

mode field effect transistor is produced using Fairchild’s proprietary. This transistor
provides reliable, rugged, high switching performance and designed to reduce the
on-state resistance. It is suitable for low voltage and low current applications.

The output voltage signal of the LT1637 controls the base of the MOSFET in a way
that current from I (R1) can pass through T1 and R4. So, R2 converts the load current
into a voltage. The transduction of the current to a voltage is necessary. That is why,
it could be read by the ADC later on. Further, the load current derived from the
designed circuit can be described in eq. 5.7:

Iload =
Vout · R1

R2 · R4
(5.7)

where Vout, R1, R2 and R4 are defined in Fig. 5.8. The precision amplifier LT 1637
[132] is selected to design the current measurement circuit as it fits for battery
monitoring and current sensing with the single supply input range from -0.4 V to 44
V.

For all measurements, as power supply, an AAA alkaline battery with a voltage of 1.5
V and a capacity of 1150 mAh is considered [128]. In order to build a compensation
model, an error analysis is carried out. In Fig. 5.9, the error (Iout_err), defined as the
difference between the real value (Iout_re) and the experimental value (Iout_exp) by
LTSpice. Iout_err = Iout_re − Iout_exp is plotted versus Iout_re. This analysis can help to
build a compensation model.

As seen in Fig. 5.9, the error is linear and goes from 10.8 µA to 118 µA. This means
that it is possible to build a linear compensation model to ameliorate the performance
of the overall circuit. This leads to eq. 5.8.

Iout_re = αIout_exp + β (5.8)
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where α and β are the coefficients of the linear model. Those two values can be
calculated by linear regression of the experimental values Iout_exp to the theoretical
value Iout_th as shown in Fig. 5.10.
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Figure 5.9: Variation of the error relative to the current consumption of load for circuit
LT 1637 with MOSFET transistor.
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Figure 5.10: Variation of the real values relative to experimental values for circuit LT
1637 with MOSFET transistor.

These coefficients are determined and equal to α = 0.9968 and β = 0.00114. R2 is
evaluated to explain how far the determined data are close to the expected values
within the fitting. The coefficient of determination R2 is calculated using the function
linear regression analysis of experimental and theoretical values for both the circuits
to find the goodness of fit out of the designed circuit. Thus, R2 is close to one for the
circuit LT1637 with MOSFET configuration.
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The relation between the current and the output voltage is depicted in Fig. 5.11.
Measurements are carried out using Keysight E5270B precision IV analyser [97].
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Figure 5.11: Current measurement device output in function of the output voltage.
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Figure 5.12: Current consumption of panStamp during data transmission at 868 MHz,
915 MHz and 918 MHz.

Fig. 5.12 shows the influence of the radio frequency on the current consumption
for the transmitter side at different sending power. A higher frequency leads to an
increased power consumption, due to the fact that a higher frequency leads to a
higher processing speed.

For the second experiment and as seen in Fig. 5.13, the transmitter node is initialized
at low Tx power 0 dBm. The measurements are carried out at different payload size
of 8 bytes, 16 bytes, 24 bytes and 32 bytes and at different frequencies: 868 MHz,
915 MHz and 918 MHz. The current consumption for the increase of the packet
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size is plotted in Fig. 5.13. It can be seen that increasing the payload size leads
to the increase of the current consumption because longer packets involves longer
transmission times.
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Figure 5.13: Current consumption during transmission of different payload.

In the next step, the amount of energy consumed by the transmitter during trans-
mission at low Tx power of 0 dBm and high Tx power of 12 dBm is measured at
different time intervals.

From table 5.4, it can be noticed, as expected, that the energy consumption of the
sensor node is extremely high at +12 dBm transmission power and low at the 0
dBm transmission power. In order to maximize the life span of sensor node, the
low transmission power should be selected to reduce the energy consumption. The
transmission power of sensor node has to be chosen according to the required
distance between the sender and receiver. A normal node is consuming almost
47.28 Joule/Day for continuous operations, where the transmitter sends 1 byte to
the receiver at low Tx power and a frequency of 868 MHz.

Table 5.4: Energy consumption of the transmitter node during low and high transmission
at different time intervals

Time [Hour] Low Tx at 0 dBm [J] High Tx at +12 dBm [J]

0.5 1.41 3.56
1 1.97 4.34
1.5 3.29 5.48
2 4.03 5.94
2.5 4.59 6.45
3 5.83 8.39
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5.4 Case studies
To evaluate the performance of the developed FEAUC in terms of network lifetime,
energy consumption and number of packets received at the BS, experimental setup
is carried out in a small area. Seven panStamp sensor nodes are deployed, including
the BS, and the energy consumption is evaluated. As seen in Fig. 5.14, three nodes
are placed in the first ring as well in the second ring.

Figure 5.14: Cluster formation prototype

Starting with the off-line phase, since the wireless nodes are deployed in static
positions, the respective geographical coordinates are estimated with a RSSI-based
localization algorithm. In fact, in the first, step nodes communicate their RSSI values,
which are then converted into distances. These estimated distances are, therefore,
used to estimate the position of installed nodes via the trilateration technique.

To this end, the BS broadcasts a "HELLO" message to nodes within the distance
δ = 70m. Each node receiving this message replies an unicast message to the BS
including the RSSI value. In fact, RSSI values are measured at the receiver node with
respect to the path loss model of the radio signal, as presented in eq. 5.9.

Pr(d)[dbm] = Pr(d0)− 10 · η · log10(
d
d0
) + Xσ (5.9)

where Pr(d) and Pr(d0) indicate the received signal power at the real distance d
and the reference distance d0, respectively. η is the attenuation factor. Xσ denotes
a Gaussian distributed random variable with zero mean and variance σ2. In this
experiment, the reference distance is assumed to be one meter.
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Once the received signal is measured, the distance between the BS and the three
nodes of the first ring is computed as in eq. 5.10.

d = 10
RSSI0−RSSI

10·n (5.10)

where RSSI0 indicates the offset value of RSSI at the reference distance d0, which is
basically defined by the hardware datasheet. Afterwards, a trilateration technique is
carried out to estimate the position of the node of interest.

d2
1 = (x1 − xU)

2 + (y1 − yU)
2,

d2
2 = (x2 − xU)

2 + (y2 − yU)
2,

d2
3 = (x3 − xU)

2 + (y3 − yU)
2.

(5.11)

A =

[
x2 − x1 y2 − y1

x3 − x1 y3 − y1

]
, U =

[
XU

YU

]
, b =

[
x2

2 + y2
2 − d2

2 − (x2
1 + y2

1 − d2
1)

x2
3 + y2

3 − d2
3 − (x2

1 + y2
1 − d2

1)

]
U = (AT A)−1ATb

(5.12)

At this stage, the estimated positions of the three nodes of the first ring are respec-
tively, (22.2 39.23), (17.65 60.21) and (59.9 15.46). After that, these three nodes are
considered as anchor nodes (reference nodes), which broadcast a packet to nodes
within a distance δ = 70m. The trialiration technique is applied to determine the po-
sition of each node from the second ring, which have as locations (51.95 91.96), (36.55
116.17) and (64.2 70.5), respectively. The duration of this process is approximately
one minute and it is executed only one time.
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Figure 5.15: Random distribution of wireless nodes in a 100 m × 100 m network
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Obtained results are depicted in Fig. 5.15, where a small deviation between real and
estimated positions, around 0.5 m.

After estimating their positions, all nodes are considered at first as simple nodes,
and execute the same steps. To avoid data collision, each node is programmed to
transmit its message in a defined time equal to 20 seconds, while other nodes are in
the receiving mode. Each node broadcasts a data packet including its ID, ring ID,
position and residual energy with a communication range equal to the optimal radius
determined, roptimal, in eq. 4.18 (roptimal = 29.82 for the first ring and roptimal = 38.5
for the second ring). When a node receives this data packet, it checks, firstly, if
it belongs to the same ring. Then it calculates the distance that separates it to the
transmitted node. If this distance is less or equal to the defined radius, it considers
this node as a neighbour node. The node routing table is updated including its ID,
ring ID, positions, distance to each neighbour, list of neighbours and node residual
energy. The process of neighbouring takes 2.4 ms for each node from the first ring
and 3.6 ms for each node from the second ring.

Ring ID Node ID X position Y position Energy Chance

Node data

Figure 5.16: Structure of packet transmitted from a cluster member to other node

Afterwards, each node executes the developed FEAUC protocol to gather a decimal
value defining its chance to be a CH. Once the chance is calculated, the node transmits
this data to the other nodes within the same cluster. The packet structure is presented
in Fig. 5.16. Node with the highest chance is selected as a CH and it informs its
neighbours with its status. In this case study, two clusters are formed in the first
ring, where the first one includes two nodes (node 1, node 2) and the second cluster
includes only one node (node 3). In the second ring, one cluster including three
nodes is built (node 1, node 2 and node 3). Table 5.5 includes the position of each
node, list of neighbours and its chance for being a CH.

Table 5.5: Node parameters in the routing table

Ring 1

Node ID (x, y) Neighbours Chance to be a CH

Node 1 1 (22.2 39.23) [2] 53.73
Node 2 2 (17.65 60.21) [1] 51.67
Node 3 3 (59.9 15.46) ∅ 50.63

Ring 2

Node ID (x, y) Neighbours Chance to be a CH

Node 1 1 (51.95 91.96) [2, 3] 58.35
Node 2 2 (36.55 116.17) [1, 3] 50.80
Node 3 3 (64.2 70.5) [1, 2] 51.78
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The node having the maximum self chance announces itself as a CH. From Table
5.5, it is noticed that for the first ring, node 1 is selected as a CH for the first cluster.
Since node 3 has not any neighbour, it defines itself as a CH for the second cluster.
However, in the second ring, node 1 announces itself as a CH because it has the
highest chance. Cluster members transmit their data packet, depicted in Fig. 5.17,
and repeat this process every 20 seconds. The CH waits the arrival of sent data from
its cluster members or other CHs.

Ring ID Node ID X position Y position Energy Chance

Node data

CH IDRing ID

CH data

Figure 5.17: Structure of packet transmitted from a cluster member to the CH.

5.4.1 Energy consumption

This section is devoted to analyse the energy consumption of the deployed nodes,
presented in Fig. 5.14, by applying the developed FEAUC protocol in this work.
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Figure 5.18: Residual energy of nodes: (a) Ring 1, (b) ring 2.

Fig. 5.18(a) illustrates the energy consumption profile of the network after one day,
of continuous operations. Two clusters are formed in the first ring. One of them
includes two nodes and the second cluster contains only one node. Since the node 1
is selected as a CH for the first cycle, it consumes more energy than node 2 (node
1 consumes approximately 0.053 J during 20 s, while node 2 consumes only 150.3
µJ). After one hour of processing, the node 2 is selected as a CH for the first cluster.
It remains working as a CH for approximately three hours. At time equal to four
hours and 40 s, the node 1 becomes a CH and still working as a CH till time equal
to 18 h and 120 s. After that, the role of CH is given to the node 2 till the end of the
day. After one day, 245 J are consumed from node 1, while, approximately 225 J are
consumed from node 2 of the first ring.
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The implemented FEAUC protocol balances the energy consumption between nodes
within the same cluster. Node 3 has no neighbour nodes, it becomes directly a CH
for the second cluster. Since it transmits only its corresponding data packet to the BS,
it consumes less energy than CH from the first cluster. The equation of the energy
consumption of this node is linear (consumes about 4.5 J per hour). After 13 hours,
node 3 is selected as intermediate node from the CH of the second ring to forward
the data to the BS till the time equal to 20 h and 20 s. For this reason, the residual
energy decreases significantly and the energy consumed is about 25 J per hour. After
one day, the node 3 consumed almost 252 J. To conclude, the developed FEAUC
balances the energy consumption between nodes in the same ring.

As seen in Fig. 5.18(b), in the second ring, the node 1 is selected as a CH. In addition
to receiving data from its cluster members, it forwards the received packet to the CH
form the first ring. For thus, it consumes about 14 joules more than the node 2 and
about 10 Joule more than node 3. It remains working as a CH until the time equal to
13 hours. During this period, it consumes about 129 joules. The node 2 and node
3 have closer energy consumption since they transmit only their packets to node 1
and go to the sleep mode. After 13 hours, the node 3 is selected as a CH. It transmits
the collected data from node 1 and node 2 and forwards it to node 3 of the first ring.
It remains as a CH until the time equal to 21 hours. After that, the node 1 becomes
again a CH. After 24 hours, the consumed energy of node 1, node 2 and node 3 from
the second ring is equal to 256 J, 205 J and 254 J, respectively.

Based on the results illustrated in Fig. 5.19, the energy consumption is balanced
between nodes in the same cluster or nodes from the same ring and nodes from
different rings because of the implemented FEAUC protocol.
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Figure 5.19: Residual energy of:(a) Total number of nodes, (b) of CHs.

From Fig. 5.19(a), nodes from the first and second rings have approximately the same
residual energy. The range of difference varies from 0.11 J to 58 J. Thus, the energy
consumption is balanced. After 24 hours of continuous operations, the consumed
energy of the first ring is equal to 727.58 J, while 715.42 J for the second ring.
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The first CH (CH1 denoted in Fig. 5.19(b)) of the first ring has one neighbour. It is
responsible of receiving data from its cluster member and the collected data coming
from the CH of the second ring (CH3 denoted in Fig. 5.19(b)). CH3 receives data
packets from two neighbours and forwards it to the CH1. For this reason, CH1 and
CH3 consume approximately the same amount of energy. The difference between
them occurs at the time equal to 13 hours, when the CH of the second ring is changed.
Before being an intermediate CH for the second ring, the second CH of the first node
(CH2 denoted in Fig. 5.19(b)) consumes less energy than the other CHs (CH1 and
CH3). By changing the CH, the consumed energy is equal.

To conclude this section, the developed FEAUC balances the energy consumption
between nodes in the same cluster, between nodes in the same ring, between nodes
in different rings and between all selected CHs.

5.4.2 Network lifetime

The network lifetime is an important metric to evaluate the performance of the
developed FEAUC. To this end, Fig. 5.20(a) illustrates the number of dead nodes. As
mentioned in section 5.4, the nodes execute continuous operations (repeating cycle
every 20 seconds). A node is considered as a dead node if its residual energy reaches
out 7038 Joules. As seen in Fig. 5.20(a), the first node dead after 21 days (FND =
21 days). After 22 days, the batteries of three nodes are depleted (HND = 22 days).
Another node is dead two days later. The whole network stops working at the day
26 (LND = 26 days). From Fig. 5.20(b), the six nodes die in near days. By changing
the CH, when its residual energy is 5% from its initial energy, the consumed energy
between nodes is approximately equal leading to have closely lifetime.
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Figure 5.20: Network lifetime: (a) Number of dead nodes over days, (b) comparison of
FND, HND and LND.
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5.4.3 Number of transmitted packets

As seen in Fig. 5.21(a), for the first ring, the total number of packets exchanged
between nodes in the same cluster is less than the data packets of the inter-cluster.
However, in the second ring, the total number of packets of intra-cluster is higher
than the number of exchanged packets between nodes within the same cluster. It is
explained by the fact that the cluster of the first ring has only one neighbour, while
the cluster of the second ring has two neighbours, leading to have more packets
exchanged in the second cluster compared to the first one (50 %). Since the CH of
the first ring is responsible to forward the received packet from the other cluster in
addition to its packet to the BS, the number of packets for the inter-cluster is higher
68% compared to the second cluster. Fig. 5.21(b) illustrates the total number of
packets exchanged between nodes in the network including, transmitted/received
data between nodes in the same ring, from different rings and the transmitted
packets to the BS. The range of difference is from 1 to 537 packets.
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Figure 5.21: Exchanged packets between nodes.

5.5 Comparison to simulation results
In this section, a comparison between the simulation and experimental results in
terms of energy consumption and number of packets received at the BS is conducted
to underline the importance of the test-bed implementation. Fig. 5.22 presents the
variation of the total residual in the network. A difference between the experimental
and simulation results is shown and varies from to 102.82 J to 288.88 J. This is due to
the fact that simulations are running under ideal circumstances without taking into
account external factors, including surrounding environment and obstacles, which
reduce potentially the network performance of the system and and thus lead to a
loss of energy.
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Figure 5.22: Total residual energy variation by the time.

The number of packets received on the BS increases over time. Fig. 5.23 presents a
comparison between the simulation and the actual implementation in terms of the
total number of packets received at the BS. A difference between the two results,
which varies from 20 to 478 packets is depicted. The explanation for this is that in the
simulation, all transmitted packets are immediately received because the simulation
works on the optimal environment without any external effects. However, in the real
implementation, some issues such as the data collision or overhearing can happen.
Therefore, some nodes (CH or cluster member) do not reach their destination. A
new packet is retransmitted increasing the number of packets received at the BS.
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Figure 5.23: Comparison of experiment and simulation results for the total number of
received data in the BS.

During the simulation, external disturbances are not considered, such as weather
impact, environment definition and obstacles. Thus, the main contribution of this
work is to implement and test the developed algorithm on a real hardware, in order to
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investigate its performance under real conditions and with hardware consideration.
Therefore, in this chapter, the developed FEAUC is mapped on an Arduino-based
sensor node and tested in the real field. Results show the performance of the
proposed protocol in terms of energy consumption and data received packets at the
BS. Furthermore, an automated irrigation system is designed as a real demonstrator.
During the real-field test, it is noticed that some nodes fail to transmit or receive data
packets from other nodes. In some cases, the CH is unable to communicate with
its cluster members because of some hardware or software limitations. Thus, it is
important to identify the source of fault and recover it for better network connectivity,
lifetime and QoS. In the next chapter, a real-time IoT-based sensor node architecture
is designed to evaluate the performance of the proposed FEAUC, where a smart
irrigation system is the target application.



CHAPTER 6

Real application to specific uses cases

WSNs have a significant role in real-time decision-making systems, which are mainly
related to different environmental and physical parameter monitoring. In this con-
text, modern agricultural systems are, nowadays, based on WSNs to have a complete
and real time overview about the changes in the field and the crops state. There is
plenty of agricultural activities, which can be significantly improved through the
use of WSN technologies. One of these activities is to irrigate automatically culti-
vated lands. This chapter proposes a real-time IoT-based sensor node architecture to
control the quantity of water in some deployed nodes. The developed automated
irrigation-based IoT system is called Air-IoT. Thereby the lifetime of the deployed
sensor nodes is important for reducing the duration of maintenance intervals. One of
the decisive factors for this is the routing protocol, which decides about the number
of messages in the network and the necessary sending power. In this chapter, the
developed FEAUC protocol is applied to reduce the power consumption for data
transmission. The proposed prototype guarantees both real-time monitoring, reliable
and cost-effective transmission to communicate each node with the BS.

6.1 WSNs enabled IoT for agricultural applications
The use of new and innovative technologies to boost the performance, quantity and
quality of agricultural outputs is crucial in today’s modern agriculture. In fact, new
advances in the fields of Information Technology (IT), microelectronics and sensors
have made it possible to create small, low-cost sensors that greatly facilitate the
deployment phase in different scenarios, such as crop and yield surveillance and
animal and forestry control [133].

The IoT paradigm has led to a digital revolution that has disrupted decades of
progress in electronics and computing, with unprecedented levels of low-cost data
storage [134], artificial intelligence [135], mobile computing [134], software as a
service (SaaS) [136] and cloud computing [137]. The IoT is fuelled by an alliance of
key assets, including the massive proliferation of smart devices, the confluence of
low-cost technologies such as sensors, wireless networks, large amount of data (Big
Data) and high performance computing capabilities (HPC), ubiquitous connectivity
and significant data volumes [138]. The increasing of the number of connected

109



110 Chapter 6 Real application to specific uses cases

devices is driven by emerging applications and business models and mainly, WSN,
which emerged as a promising technology due to its advancements in wireless
technology and digital electronics [19].

The growing popularity of internet and communication technology leads towards
a society, where everything need to be connected. The number of IoT devices is
currently in its peak of inflated expectations predicted to increase by 21% between
2016 and 2022 to around 18 billion [139]. IoT devices with cellular connections is
projected to reach 1.5 billion in 2022 or around 70% of wide-area IoT category. The
main concept of IoT [140] is to embedded communication technologies such as Radio-
Frequency Identification (RFID) tags with electronics such as sensors, actuators and
connectivity capabilities. The IoT retrieves data from the environment in which it
is deployed and interacts with the physical world. It leverages also pre-existing
internet standards to deliver efficient and high-quality smart services for both date
transfer and analysis, applications, and communications.

Consequently, a taxonomy of agricultural applications on the basis of WSN can be
derived in Fig. 6.1.

Agricultural applications based on WSNs

Precision Environmental
monitoring

Cattle/Crops
monitoring Horticulture

Pests/fertilzers
control

Irrigation control

Greenhouse
monitoring

Pollution control

Water

agriculture

management

Landslide
monitoring

Weather forecast

Health
monitoring

Animal tracking

Food/Product
control

Water quality
control

Machinery control

Soil monitoring

Harvesting
management

Figure 6.1: Taxonomy of agricultural applications using WSNs and IoT.

Generally, agricultural applications-based WSN and IoT can be classified into four
main classes: Precision agriculture, environmental monitoring, cattle/crops monitor-
ing and horticulture. According to this taxonomy, it is noticed that the water is one of
the most challenging aspect, which needs to be considered since it is involved mostly
in all agricultural application categories. In precision irrigation applications, the
control of irrigation is highly recommanded to reduce the over-use of water. In some
environmental applications, it is interesting to apply different water management
policies, which help to determine the upcoming irrigation expectations. Controlling
the water quality is a critical practice because it affects directly the plant nutrition.
Sometimes, water can not dissolve properly fertilizer resulting a problem in the plant
growth. In addition, calcium salts in water may produce a white crust of calcium
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carbonate. Such layer causes the rapid formation of stones, which can block the
irrigation system. For this reason, the focus on this chapter is on the irrigation.

In this context, WSNs are scalable in their use, reliable in difficult situations, pro-
vide a full control in a closed-loop operation and offer more coverage with a high
time and space resolution. A further feature of the use of sensor nodes is to min-
imize the amount of work involved, thereby reducing the costs associated with
the deployment, operation and maintenance. In other words, WSNs provide real-
time monitoring of field evolution and crop conditions that support the precision
agriculture by controlling parameters and yielding cyclical data [141].

The wireless communication reduces the total cost of the network by approximately
80% compared to hardwired alternatives [142]. WSN-based systems for agricultural
purposes are expected to be user-friendly, straightforward to design, maintain and
update. Thus, if each node is supplied with a battery, it becomes hard to recharge or
change the batteries from one time to the next, especially for a large network. For
long-term uses, extending the lifespan of wireless sensor nodes through the energy
conservation is an area of concern that needs to be highly considered. This is the
reason for investigating on the development of energy efficient techniques including
routing and data aggregation protocols. As discussed through previous chapters,
the main aim of the presented dissertation is to conserve the energy consumption of
the whole network by developing an unequal-based clustering protocol. The overall
architecture of the proposed paradigm can be implemented to monitor agricultural
applications as presented in Fig. 6.2.

Networking

Localization

Routing

Sensing

- Node position
- Sensing values
- Best path

Reduce
- Packet number

- Deviation error

- Response time

- Energy consumption

Inter-cluster communication
Intra-cluster communication
CH
Cluster members

Figure 6.2: General architecture of a monitoring system-based on WSNs for agricultural
applications.
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The developed architecture of the agricultural monitoring system provides a com-
prehensive overview of the deployed system, where critical information collected in
the field is effectively communicated between installed nodes. Nodes are deployed
randomly. Then, a clustering algorithm is performed to organize these nodes into
different groups. Each cluster contains a CH, with a predefined position and a num-
ber of nodes. All information are collected in the BS and transmitted to a network
gateway. At this stage, the data processing and decision-making are applied, such as
location, routing detection and data networking. Once the necessary decisions have
been made, the results are again communicated to the installed nodes. As a result, an
increasing number of reported data packets are being created, which increases both
the energy consumption of deployed nodes and thus affects the network’s energy
balance. In fact, the main challenge is to develop low-cost, low-power, fail-safe
components with simple operation and high reliability.

6.2 Discussion about existing automated irrigation systems
The climate change has a great impact on the irrigation as a result of the increased
prevalence of extreme events and unpredictability of weather patterns. The new
scenario of drying up of water tables, rivers, and tanks present a critical need for
the proper use of the water. Many research works focus on the field of automated
irrigation and different studies aims to reduce the inefficient water consumption.

Different controlled irrigation techniques, such as sprinkler irrigation and drip
irrigation, are recommended to solve the inefficiency of water uses [143]. The quality
and quantity of the yield are strongly affected by coping with the water shortage, as
uneven irrigation. In some cases, the water overflowing can reduce the soil nutrition
and leads to various microbial diseases. It is not easy to estimate precisely the
amount of the water needed by crops because many parameters can be involved
to take the decision of watering such as the type of soil, type of crop, rainfall and
irrigation technique. To this end, the existing irrigation systems can be improved by
adopting IoT technologies. Take the example of the irrigation management using
the crop water stress index, which can significantly improve the crop quality and
quantity [144].

Authors in [145] propose a smart irrigation system-based on IoT devices to control
the use of the water in agricultural fields. A cloud farming surveillance system has
been developed to help the farmer to check the soil status. The watering system
includes mainly three units: Sensor and actuator, cloud and user application. Sensors
are responsible ot measure the air temperature and the soil moisture. The actuator is
used to manage the irrigation flow. A gateway node is used to transmit the collected
data from sensor nodes to the cloud platform using the HTTP protocol.

In [146], an automated irrigation system is designed including, mainly, the sensing
and data storage units. The first unit is responsible for sensing the soil criteria such
as the moisture, temperature and luminosity. Depending on the soil parameters,
an automated operation is carried out by switching the motor on and off using the
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threshold values incorporated in the code. The status of the latter is alerted on the
home screen by means of GSM messages. Indeed, The GSM module is interfaced
with the open source, Arduino, to establish a cellular communication between the
system and user.

A mobile-integrated smart irrigation management and monitoring system is pre-
sented in [147]. The key aim is to control the water supply and monitor plant’s
parameters involving the soil moisture, air humidity and temperature. The irrigation
operation depends on a threshold value of the soil moisture. In fact, the system uses
the Raspberry Pi, which monitors the sensed data and stores them in the cloud. A
smartphone is connected to the Raspberry Pi through a Bluetooth to turn on and off
the motor.

An IoT-based automated agricultural monitoring and control system is implemented
in [148]. It uses a network of several NodeMCUs (ESP8266) microcontrollers to
monitor and control multiple systems over the cloud. A raspberry Pi is used as a
gateway node, where a local Message Queuing Telemetry Transport (MQTT) broker
is installed to connect all microcontrollers to the cloud. The NodeMCUs constantly
monitor the respective states of various elements of the farm and report the data to
the central control unit. The user can then take appropriate actions from analysing
this data, i.e. assign their desired tasks to each of microcontrollers separately by
using a mobile or web application.

In [149], an automated irrigation system is designed. To control the amount of water,
threshold values of the soil temperature and moisture are fixed on the gateway side,
which processes sensed data, activates the actuators and forwards the data to a web-
based application. Solar panels are used to power the entire system. Moreover, the
system provided a two-way communication link using a mobile internet interface,
which ensures the data verification and the watering via a website. A wireless sensor
unit uses the ZigBee technology to send sensed data to the wireless information unit.
This later is equipped with a GPRS module to transfer the data to a web server.

A Smart Water Management Platform (SWAMP) employs various IoT-based ap-
proaches to design a precision irrigation system in four different countries [150].
Various crop conditions such as the size of crops and their growth stage and different
weather parameters such as the rainfall, air temperature are involved to estimate
the accurate amount of water depending on the location of yield and the type of
crops. Moreover, SWAMP is intended to ensure the ability of used high-tech devices
to work in different circumstances and to be easily reproduced in various places and
environments.

A comparative analysis of some referred smart irrigation systems is described in
Table 6.1 using some attributes such as the selected hardware, the wireless communi-
cation standard and the programming language. All the described irrigation systems
do not consider the energy consumption issue. They focus either on the real-time
water monitoring or on the reduction of water dissipation. However, no one of them
aims to save the consumed energy. One of the main contributions of this chapter is



114 Chapter 6 Real application to specific uses cases

to design a low-cost, real-time automated irrigation system that helps farmers to
irrigate its crops in an efficient way.

Table 6.1: Comparison of existing smart irrigation systems

Work Plant Hardware Communication technology Programming languageSensors Microcontroller Other
[145] Peach tree Soil moisture, MSP430F2274 Electrovalve ZigBee, IEEE 802.15.4, JSON,

weather forecast HTTP, GPRS, GPS Model-View-Controller
[146] Groundnut Moisture, light ATMEGA328 Pump GSM, Bluetooth, Wi-Fi Sprakfub

temperature
[147] Not mentioned Temperature, Raspberry Pi pump, motor Bluetooth Python

soil moisture
[148] Not mentioned Temperature ESP8266 Raspberry Pi MQTT, Wi-Fi node.js

Not mentioned soil moisture pump, solar cell
[148] Not mentioned Temperature ESP8266 Raspberry Pi MQTT, Wi-Fi node.js

Not mentioned soil moisture pump, solar cell
[149] Organic sage Temperature Pic24FJ64GB004 Photovoltaic panels GPRS, Zigbee SQL server, C#

soil moisture

6.3 Air-IoT: Developed automated irrigation system
A real-time IoT-based sensor node architecture to monitor both the soil moisture and
temperature is developed to control the quantity of water and presented in Fig. 6.3.

Figure 6.3: Air-IoT system architecture.

The developed solution includes five units: Sensing, processing, front-end, actuation
and persistence. The sensing unit is composed of a number of wireless nodes
integrating the soil moisture and temperature sensors. A processing unit consists on
a receiver node, serially, connected to a Raspberry Pi. In fact, the sensed data are sent
from the receiver to the gateway using the MQTT communication protocol. A python
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script is written to implement the publisher client to transmit data using MQTT
protocol to specific topics handled by Mosquitto broker [151]. On the subscriber unit,
a graphical web interface and a mobile application are designed and implemented,
which enable the user to monitor the data in a real time. The web interface pages are
implemented in HTML/CSS and JavaScript, hosted on the Raspberry Pi and served
using a lightweight framework called Flask [152].

When the soil moisture level falls below the threshold, the user can view the in-
formation in the application and take prompt action to give control to the motor
through the mobile application, thus reducing water and energy dissipation. A
persistence unit based on the MySQL database is used to store data directly from the
publisher end. It can be also accessible via both web interface and mobile application.
Later, in the following subsections, each unit is discussed in details as well as the
implementation of the back-end and front-end functionalities.

6.3.1 Sensing unit using the developed FEAUC protocol

To control the level of water on the soil, the sensing unit compromises the resistive-
based soil moisture sensor, namely, SEN-13637 [153], the soil temperature, namely
DS18B20 [154] and the wireless node or mote, called panStamp [6]. The soil moisture
sensor is composed of two pads, together acting as a variable resistor. The more
water that is in the soil means the better the conductivity between the pads is,
resulting in a lower resistance.

Voltage regulatorBattery 5V DC

Temperature
sensor

Soil mositure
sensor

Panstamp Tx

Voltage step
to 3.3 V

Pin A0

Pi
n

A
1

Figure 6.4: Sensing unit block diagram.

As presented in Fig. 6.4, the panStamp transmitter and the integrated sensors are
powered by a battery 5V DC and the grounds are commonly connected. The soil
moisture sensor signal pin is interfaced with analog pin of the panStamp. The
temperature sensor has an operating range of -55 ◦C to +125 ◦C.

In this unit, as an example, the network includes six nodes, where three of them
are CHs. Sensors for the soil temperature and moisture are integrated in each node.
The developed FEAUC algorithm is applied in this stage to route the sensed data
between cluster members and the gateway as described in Fig. 6.3. After defining
the list of neighbours for each node, the CH selection step is launched to identify
the adequate CH in each cluster. Every node calculates its chance for being a CH
using the fuzzy logic system. The node having the highest chance is defined as a
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CH for this cluster. Then, depending on the ring where it belongs, a forwarder CH
selection sub-phase is started. For the uses case presented in this chapter, CH3 selects
the CH1 as a relay node to transfer its data to the BS. After the data sensing, each
cluster member transmits its data packet to the corresponding CH. CH3 collects the
received data from its cluster members and forwards it to the CH1, which in its turn
aggregates the received data with its own information and forwards the collected
data to the gateway. Cluster members are set in the sleep mode and they are awake
in every five minutes for measurements.

6.3.2 Processing unit using the MQTT protocol

In the processing unit, the panStamp receiver node receives sensed data from remote
nodes and forwards it to the gateway (Raspberry Pi). This embedded board is used
in the developed prototype because of its large usage in IoT applications and its
low cost. The gateway should be fast enough to collect data from multiple sensor
nodes, run algorithms to exchange messages with the cloud. To this end, the choice
of the appropriate messaging protocol among considerable protocols such as the
MQTT, CoAP, AMQP and HTTP is highly recommended. The MQTT protocol
is distinguished by its short message transmission capability and low bandwidth
usage, which makes it suitable for Machine to Machine (M2M) communications of
the connected object type [155].

A MQTT network consists of publisher nodes, topics, subscriber nodes and a broker.
Publisher nodes send messages over the topics, which are received by the broker.
The broker plays the role of a central unit in every MQTT network and forwards the
data to the subscribed clients for the topic. The MQTT allows devices to concretely
send information on a given subject to a server that functions as a message broker.
The broker pushes this information to the subscribed customers. An open source
lightweight broker, Mosquitto, is selected because it is suitable for low power single
board computers such as raspberry pi. With the MQTT, all customer devices that
need to communicate with each others have to interoperate with the same broker.
The broker stores the received messages from the sending entities (publishers) and
relays them to one or more receivers (subscribers). Messages are sent via a given
information channel (or topic). As a result, when the broker receives a published
message, it broadcasts it to all subscribers. Only those who have subscribed to the
given information channel are able to receive it.

To select the right server for the developed system, three options are considered:
Flask [152], Lighttpd [156] and Nginx [157]. Lighttpd is the most lightweight web
server, which makes it an ideal candidate for embedded systems. When compared
between Flask and Nginx, both offer a wide range of features such as the load
balancing, fault tolerance and auto-indexing. However, Flask is the most widely used
as a web server for different development purposes and offers a better community
support. Flask is generally considered as a micro-framework that comes with built-in
development server and fast debugger. Moreover, Flask is compatible with other
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web servers such as Apache. For these reasons, Falsk is considered to be used in this
presented work.

Mosquitto

Web Server

Raspberry Pi

Receiver

Publish mois&temp
Publish mois&temp

Publish mois&temp
1. User request historical data

2. Webpage served with
JS client

3. User interacts with broker using

webserver over MQTT

Figure 6.5: Communication flow in the processing unit.

The most vital part of designing a web interface is to give the user the ability to
interact with the broker in a simplified way. Any interaction requires a connection
from a client with the broker. For this purpose, the web server comes into the picture.
All the web pages will be hosted on the web server. So, the Raspberry Pi is used
as a web server and Mosquitto server. As presented in Fig. 6.5, the idea is that the
user can fetch the web pages from the server using a normal HTTP request method.
Once it has the webpage, it can communicate with the Mosquitto broker through
the MQTT protocol. The MQTT client is implemented using Paho Mqtt JavaScript
library enabling the interaction with the MQTT from the browser using web-sockets.

6.3.3 Subscriber unit using the Mosquitto broker

After the implementation of the core functionalities of the system, the next task is
to design and implement a web interface for the subscriber. This gives the user
the ability to either subscribe or publish to topics, monitor data in a log form,
visualize data in a plot with historical data in tabular and plot form. The core
architecture of the web interface is based on HTML and CSS, whereas Python has
been selected for running operations on the web server. JavaScript is used to leverage
the functionality of web sockets in Mosquitto. Eclipse Paho project provides open
source client implementation of MQTT. The libraries are available in JavaScript
too, which provides a simpler platform to interface with Mosquitto. Apart from
that, JavaScript provides better user experience and more control on the browser
end. Once the user provides the broker name, port, user name and password the
information is sent to the Mosquitto broker to verify the identity of the subscriber.

6.3.4 Actuation unit using the water pump

In the actuation unit, as presented in Fig. 6.6, a 12V DC water pump integrated with
a motor driver is attached to the Raspberry Pi. In fact, the 12V DC motor operates
with the motor current of 200-300 mA. It has 2 silicone tubing used for pumping. One
tube is used for fetching water from the tank and another tube is used for watering
the plants. It has a flow rate of 100 mL/min. A dual H-bridge motor driver, L298N



118 Chapter 6 Real application to specific uses cases

[158], is used to control, simultaneously, both speed and direction of the DC motor,
which uses a power supply from 5V DC to 46V DC with a peak current up to 2A.

L298N motor
driver

12 V power
supply

12 V DC
pump

Raspberry Pi

Figure 6.6: Actuation unit block diagram.

The sensed values are transmitted to the server through the Raspberry Pi. When
the user logins to the mobile application, the real time graphs of the soil moisture
and temperature sensor data can be viewed. When the soil moisture is low, the user
can switch the motor to the ON state from the mobile application remotely. This
command is received by the server. When the Raspberry pi detects the ’ON’ state, it
sends a signal to the motor driver to turn on the motor and waters the plants. The
user can turn ’OFF’ the motor when the soil has enough moisture content. When the
gateway detects the ’OFF’ state, it transmits a signal to the motor driver to turn off
the motor.

6.3.5 Persistence unit using the MySQL database

After transmitting the data from wireless nodes to the subscriber node over MQTT,
the next milestone is to store data packets in a database for further access. This
process is depicted in Fig. 6.7. There is a variety of databases, each with its own
specification, strengths and limits. In this developed system, MySQL has been
selected. It is a well-known large-scale and open-source relational database. It
consists of server/client architecture, which requires a multi-threaded SQL server.
Moreover, MySQL supports multi-user features, which along with its scalability
makes it a perfect candidate for distributed applications.

Mosquitto

Web Server

Raspberry Pi

1. User request historical data

2. Webpage served with

JS client

4. Rendering data to user

3. DB access/

retrieve data

Figure 6.7: Database access steps.
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6.3.6 Results of the Air-IoT architecture deployment

The web interface enables the user to monitor the historical data of any node in tabu-
lar and plot forms. In this system, the latency issue is not taken into consideration.
For this reason, the HTTP protocol is used to provide a request to the web server,
which in its turn sends the query to the database and gives the response back to the
user. To fetch data the user does not need to be connected to the Mosquitto broker
because this functionality is directly dealing with the web server.

Figure 6.8: Real-time data monitoring in a log form.

Figure 6.9: Real-time data monitoring in a plot form.

As seen in Fig. 6.8 and Fig. 6.9, the sensed data can be monitored regularly through
the web application. Fig. 6.9 shows the soil moisture and temperature in real time.
Thus, the user can turn on/off the motor in the field through the application from
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a remote location. By turning on or off the device state, the web server is updated.
Another important activity is ’show weekly graph’ button, which directs the user to
the weekly graphical representation of the sensor value to determine the changes in
the behaviour of each sensor. This activity is shown in Fig. 6.10(b). A google map is
implemented to check the location of the node.

(a) (b)

(c)

Figure 6.10: Illustration of the end-user interfaces: (a) User authentication layout, (b)
graphical presentation of sensed data,(c) controlling the motor from the android applica-
tion.

The water management is a key challenge in the agriculture since its availability is a
worldwide issue for the forthcoming decades. Therefore, the precision irrigation is
introduced, as a cutting edge method, to increase the crop productivity and manage
the over-use of the water with the help of advanced technologies, including WSNs,
cloud computing and IoT. This chapter highlighted the importance of the precision
irrigation in agricultural applications. Moreover, the challenging factors affecting
the need of crops for water is described to identify the most essential sensors that
can be used in such irrigation systems. The most common wireless technologies as
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well as the general architecture of IoT-based irrigation systems are discussed. The
key objective of designing smart irrigation solutions on the basis of IoT and WSN
is to save the water consumption and reduce manpower, time and money. For this
reason, a cost-effective, real-time IoT-based automated irrigation system is designed
using soil temperature and moisture sensors. Sensed data are forwarded to the
processing unit (Raspberry Pi), presented as a central node in the system. To collect
data from multiple sensor nodes, the lightweight publisher/subscriber messaging
transport protocol, MQTT, is used. Mosquitto has been used as a message broker,
which implements the MQTT protocol. When the moisture level of the soil is less
than the threshold level, the user can visualize them and takes an immediate action
to give the control to the motor through the mobile application thus reducing the
water dissipation.





CHAPTER 7

Conclusions and future research directions

Since the data communication is one of the most energy consuming tasks in WSNs.
Therefore, energy efficient routing protocols are significantly important for orga-
nizing data packet circulation and extending the network lifetime. Cluster-based
routing is one of the most interesting energy-aware techniques that minimize simul-
taneously the number of transmitted messages and the distances between nodes
to be covered by a certain message. In this chapter, a summary of the proposed
protocol and experimental results are discussed. Then, directions for future works
are provided.

7.1 Conclusions
Because of the energy restriction of battery-powered sensor nodes, energy reduction
techniques pose challenges for WSNs. There is a considerable demand for the devel-
opment of energy-efficient strategies. In this dissertation, different contributions to
overcome the energy constraint challenge are provided. Firstly, a comprehensive
review of energy constraints and available energy saving techniques in WSNs is
described. Cluster-based routing protocols are presented as a promising approach
to improve the energy efficiency in WSNs. An unequal clustering protocol FEAUC
with a partitioned circular network model is developed to balance the energy con-
sumption among all sensor nodes and to enhance the network lifetime.

The developed FEAUC is split mainly into four phases: Off-line phase, cluster
formation phase, cooperative phase and data collection phase. The off-line phase is
performed to calculate the region width of the circular cluster and to determine the
optimal number and size of each cluster. The cluster formation phase ensures the
building of clusters and the selection of CHs. The proposed protocol uses the fuzzy
logic with the residual energy of a node, its centrality and density. The cooperative
phase prevents long haul transmissions by selecting a relay node considering its
residual energy and its distance to the current CH. The data collection phase consists
of intra-cluster and inter-cluster data transmission.

Extensive simulations in different scenarios are carried out to evaluate the proposed
solution. Simulation results show that the developed FEAUC outperforms Fuzzy
Logic, MOFCA, DUCF, EEUC, IFUC, FAMCROW and MCFL algorithms in term of

123



124 Chapter 7 Conclusions and future research directions

energy consumption leading to improve the network lifetime. Considering the FND
metric, the proposed algorithm is more efficient than the fuzzy Logic algorithm by
36%, MOFCA by 16%, DUCF by 13% and MCFL by 5%. According to HND metric,
the developed FEAUC is more efficient than Fuzzy Logic algorithm by 18%, MOFCA
by 14%, DUCF by 12% and MCFL by 2%. Considering the residual energy metric,
after 700 rounds, the total residual energy in FEAUC is about 20 J, 13 J for MCFL, 9.8
J for DUCF, 5 J for MOFCA and only 2 J for the Fuzzy Logic protocol.

The proposed network in this work is designed considering more than one round and
for this purpose the fault tolerant based unequal clustering algorithm (FEAUC-FT)
is developed. It avoids the selection of CH in each round by selecting a backup CH,
that takes the role of the primary CH in case of fault of having an amount of energy
less than a fixed threshold value. Hence, the number of transmitted data packets
between cluster members is decreased significantly and so the total consumed energy
is reduced. Moreover, a backup routing path is built between CHs from different
rings to re-transmit the lost packets in case of link failure. Therefore, the data losses
is decreased and then the data network connectivity is improved.

Simulation results prove that the FEAUC-FT outperforms the FEAUC protocol in
terms of energy consumption and network lifetime. For example, at round 500,
FEAUC has approximately 30 J, while the FEAUC-FT has about 57 J. Moreover,
considering the FND performance metric, the optimized version is 8% more efficient
than FEAUC. Similarly, the developed FEAUC-FT with respect to the HND metric is
54% more efficient than FEAUC.

A real implementation of the proposed FEAUC is carried out to evaluate its efficiency
on real hardware. Results comparison between the simulation and experiment is
conducted to highlight the importance of such test bed implementation. Both results
show the efficiency of the proposed clustering algorithm in terms of energy consump-
tion, battery lifetime and transmitted packets. Besides, a low power cost-effective
electric circuit is designed to monitor the current consumption to calculate the resid-
ual energy of the batteries. The measurement setup is based on a shunt resistance
between the power supply and sensor node. Together with the precision amplifiers,
the shunt resistance provides a good environment for current measurement with
less interference.

For the demonstration of the novel protocol, a smart irrigation system, called Air-IoT,
is designed as a prototype to validate the efficiency of the developed FEAUC in a
real environment. FEAUC is applied to reduce the power consumption during data
transmission. To this end, a real-time IoT-based sensor node architecture to monitor
both soil moisture and temperature is developed to control the quantity of water.
Indeed, the sensor data is collected and stored in the cloud. The data can be retrieved
and visualized in the smartphone application. When the moisture level of the soil
reaches below the threshold level, the user can visualize them in the application
and take immediate action to give control to the motor through the application thus
reducing the wastage of water and energy.
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7.2 Future lines of research
As a future work, to overcome the problem of inaccurate choice of threshold, a
threshold-based energy analysis model needs to be developed and implemented.
Although many cluster-based routing algorithms have been developed to extend
the network lifetime using well-selected scenarios, nodes drain their energy and
eventually fail at a certain time. Harvesting energy from external resources presents
a promising solution to avoid the problem of limited power. Nodes can be powered
from the surrounding environmental sources and have a self-powering feature.

In addition, we envisage to apply the Compressive Sensing (CS) techniques for the
data aggregation, which has the benefit of having a low traffic cost. The fundamental
milestone to perform the CS is to build a measurement matrix according to the
network structure and to give a unique column vector of the measurement matrix
for each node.





A Wireless sensor nodes

WSNs consist of a number of autonomous and spatially-distributed sensor nodes
deployed to monitor, control and record surrounding physical parameters such as
the temperature, humidity and pressure. These sensors are deployed over a certain
area, communicating wirelessly together in order to achieve a specific application
such as the health, military, smart home and agriculture [159]. The general structure
of a WSN is presented in Fig. A.1.

Sensors and actuators
Wireless

communication
Gateway Cloud End user

Figure A.1: General structure of WSNs.

The protocol stack of sensor nodes is presented in Fig. A.2, which integrates the
power management with the routing efficiency. It combines the data delivery and
networking protocols. In addition, it transfers the power using the wireless medium.
Most common architectures for WSNs follows the OSI model, including five layers,
namely application, transport, network, data link and physical layers [160].

(1) Application layer: It includes a variety of applications, services and interfaces.
Indeed, it provides the interface that connects the platform to run the deployed
software. Every service, task and other background application needed for the
network connectivity and data analysis operates at this layer.

(2) Transport layer: It is in charge of providing the reliable data required by the
application layer. It maintains the flow of data from the application layer to the
network layer.

(3) Network layer: It is responsible for the data routing from the transport layer
by directing the process of the selection paths along which to send the data in the
network. This layer is mainly charged with the multiplexing of the data stream, the
transmission and reception of data frames, media access and error control.

127



128 A Wireless sensor nodes

Physical layer

Data link layer

Network layer

Transport layer

Application layer

Po
w

er
m

an
ag

em
en

tp
la

ne

M
ob

ili
ty

m
an

ag
em

en
t

pl
an

e
Ta

sk
m

an
ag

em
en

tp
la

ne

Figure A.2: Protocol stack for WSNs.

(4) Data link layer: It creates the link between the software and medium. It is
responsible for the data stream multiplexing, data frame detection, medium access
and error control providing reliable data transmissions.

(5) Physical layer: It is used to convert bit streams from the data link layer to signals,
which can be transmitted over the communication medium. To this end, it has to
address a variety of related issues, including the choice of transmission medium
and frequency, carrier frequency generation, data encryption, and signal modulation
and detection. Furthermore, this layer is involved in the design of the underlying
hardware and numerous electrical interfaces.

A.1 Commercial wireless Sensor nodes
This section describes some existing wireless sensor nodes as follows.

Mica2 and MicaZ: They use Atmega128L as microcontroller embedded with a
CC1000/CC2420 RF module, respectively. They integrate some sensors such as
humidity, temperature and light sensors enabling motes to measure barometric
pressure, acceleration/seismic activity, etc. The motes are powered from external 2
AA batteries with an operating range of 2.1 to 3.6 V DC.

TelosB Motes: It is a platform produced by the American company Crossbow as a
prototype intelligent sensor. It uses a 16-bit Texas Instruments MSP430 micropro-
cessor with 8 MHz clock frequency and 2.4 GHz radio link. As current, the TelosB
consumes 0.7 mA in the idle mode and 200 mA in the active mode. A set of sensors
are integrated in this mote including temperature, relative humidity, visible and
infrared light. The mote works on an open source TinyOS operating system. It is
powered from external 2 AA batteries with an operating range of 2.1 to 3.6 V DC.

IRIS: It offers a high communication range, which is approximately near to 500
meters. It is based on the low power microcontroller ATmega1281. It uses TinyOS
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operating system and a 2.4 GHz IEEE 802.15.4 as wireless module. This mote can
support external boards using a standard 51-pin expansion connector. The consumed
current during the transmission varies from 10 to 17 mA. For indoor applications, the
transmission range reaches up to 50 meters and more than 300 meters for outdoor
applications.

Waspmote: It is introduced by Libelium as an open source node for IoT applications.
It uses an IEEE 802.15.4 compliant radio module. It has Atmega1281 running at
8 MHz as a microcontroller and XBee module as a wireless communication unit
operating at 2.45 GHz.

Panstamp NRG 2: It is a small low-power wireless sensor mote programmable
from the Arduino IDE [6]. It uses an MSP430 core embedded with an CC1101 RF
transceiver, which forms CC430F5137 SoC. These modules communicate over the
free 868-900-915 MHz bands. For outdoor applications, the communication range
reaches to 200 meters.

A.2 Wireless sensor system communication standards
Different communication protocols have been developed in recent decades with
the rapid growth of WSN technologies and IoT devices. Each protocol has its
own specifications considering many parameters including the transmission range,
bandwidth, frequency band, data rate, power consumption and cost. This section
describes some existing wireless sensor system communication standards [160].
Then, a comparison between them is provided in table A.1.

Bluetooth is a low power, low cost wireless technology and low latency used to
transmit data over short distances up to 10 meters. It uses a short wavelength
ultra high frequency (UHF) radio waves in the ISM band from 2.4 to 2.485 GHz. It
provides a data rate up to 24 Mbps.

Zigbee is an ultra low power consumption wireless communication technology cre-
ated by Zigbee Alliance in 2002. It uses the IEEE standard 802.15.4. This technology
supports a small range of communication, which is between 10 to 20 meters. The
Zigbee can be applied for ad-hoc, decentralized and mesh network deployments.
A typical Zigbee network includes mainly three devices, which are coordinator,
router and end devices. The coordinator is responsible for the network formation,
information storage and the selection of the communication channel. The router
enlarges the network area coverage by routing traffic between different nodes. The
end devices are responsible for the data sensing or actuation. They can transmit or
receive data but they can not make a route traffic.

WiFi is a wireless local network (WLAN) standard, which uses the radio wave (RF)
enabling the exchange of information between two devices and the connexion to the
Internet. It runs on the IEEE standard 802.11. WiFi uses both the global 2.4 GHz UHF
and 5 GHz super high frequency (SHF) ISM radio bands. This technology provides
a communication range up to 35 meters for indoor applications and up to 100 meters



130 A Wireless sensor nodes

for outdoor applications. WiFi enables the connexion of heterogeneous architectures
over an ad-hoc network and it allows cheaper deployment of LAN networks.

General Packet Radio Service (GPRS) stands on the GSM communication, which
can complement some existing services like the circuit switching cellular phone
connections. It is standardized by the European Telecommunications Standard Insti-
tute (ETSI) as a 2.5 G networks. Moreover, the GPRS can support X2.5 connections,
Internet protocol (IP) and Point-to-Point Protocol (PPP). It provides a high data
transfer speeds at a rate up to 171 Kbps. Using the packet switching mechanism, the
data are transmitted from many terminals in the network across different channels.
The GPRS facilitates the usage of Internet applications over mobile networks.

Simple Wireless Abstract Protocol (SWAP) is developed to provide the M2M inter-
operability between simple wireless devices. Moreover, SWAP relies on the long
distance capability of CC11XX radio frequency front-ends. This protocol can be
implemented in a few kilobytes of flash memory. SWAP can be applied for star
network, peer to peer network. It provides data transfer speeds at a rate up to
600 kbps. It can offer a data range communication up to 200 meters in outdoor
applications.

WIMAX is defined as Worldwide Interoperability for Microwave Access. Indeed,
this wireless communication technology runs on the inter-operable implementations
of the IEEE 802.16 standards. It provides data transfer speeds at a rate of 30 to 40
Mbps. It can offer a data range communication up to 50 km. Since, it provides a
long-range and high speed communication features, WiMAX presents a good choice
for many applications, which needs a large scale networks.

LoRaWAN is a low-power, long-range network technology. It is a spread spectrum
modulation technique derived from Chirp Spread Spectrum (CSS) technology and
uses the ISM frequency band.

Table A.1: Comparison between different communication technologies

Wireless
technology

Communication
standard

Frequency
band Data rate Transmission

range

Bluetooth IEEE
802.15.1 2.4 GHz 1-24 Mbps 8-10 m

Zigbee IEEE
802.15.4

868/915 MHz
2.4 GHz 20-250 kbps 10-20 m

WiFi IEEE
802.11a,b,g,n 2.4 GHz 2-54 Mbps 10-200 m

WIMAX IEEE
802.16.a,e 2-66 GHz 0.4-1 Gbps

50-100 Mbps ≥ 50 km

GPRS NA 900-1800 MHz up to 171 kbps 1-10 km

SWAP NA 433/868/905
915/918 MHz up 600 kbps 200 m

LoRaWAN IEEE 802.11ah 868 MHz-915 MHz 0.3-50 kbps 5-10 km
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Different computational intelligence techniques such as the fuzzy logic, particle
swarm optimization, artificial neural network are used to address various problems.
In particular, the fuzzy logic system can process a large number of input data, which
can be imprecise or incomplete by modelling their reaction and behaviour rules.
In addition, it does not require any extra hardware, which makes it ideal as a cost
effective solution. The fuzzy logic technique is known by the interpret-ability and
simplicity aspects as it uses a simple logic relation to estimate the output values.
Thus, the computational complexity of the system is reduced. In fact, the fuzzy
controller can automatically refine an initial approximate set of fuzzy rules. When
new data or rules are added to the system, it is no need to re-train the system again.

Firstly, the fuzzy logic concept was introduced by Professor Lotfi Zadeh in 1965
[161, 162]. Indeed, it was initialized to provide an approach to handle the data
by authorizing the partial set membership instead of the crisp set membership.
Fuzzy logic can be defined as a multi-valued logic, which extends the conventional
evaluations (Boolean) such as YES/NO, TRUE/FALSE. Other notions such as small
or very large can be defined using mathematics formulas and processed using
computers by applying the concept of degrees of membership. In other words, the
main objective behind using the FL system is to apply a more human-like way of
thinking in the programming of computers [162].

B.1 Basic architecture of fuzzy logic systems
The most important part of the FL system concept is the Fuzzy Inference System
(FIS). The FIS has mainly four components: Fuzzifier, fuzzy rules, fuzzy inference
engine and defuzzifier. The architecture of the mentioned model is shown in Fig. B.1.
The fuzzifier is a module, which transforms the system inputs and crisp numbers
into fuzzy sets. It is performed via the fuzzification function. By implementing the
inputs and IF-THEN rules, the inference engine can simulate the human reasoning
process. The fuzzy knowledge base is used to store IF-THEN rules. The defuzzifier
is responsible to transform the fuzzy set obtained by the inference engine into a crisp
value.

FIS is the collection of a set of fuzzy IF-THEN rules and can be defined as a database
for the membership functions of linguistic variables. It is developed also to establish
a very complex and non-linear relationships between crisp inputs and crisp outputs.
Sugeno [163], Mamdani [164] and Tsukamoto [165] are presented as the most imple-
mented FIS in many applications. The aggregation and defuzzification processes are
different from one type of FIS to another.
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Crisp input
Fuzzifier Inference

engine
Defuzzifier

Crisp output

Fuzzy knowldge
base

Figure B.1: Fuzzy logic system architecture.

B.2 Working principle of fuzzy logic systems
The fuzzy operation involves the use of fuzzy sets and membership functions. Each
fuzzy set is a presentation of a linguistic variable defining the possible state of
outputs. The membership function is the function of a generic value in a fuzzy
set. Based on the principle of IF-THEN rules, the degrees of membership of the
generic value determines the output. The memberships are assigned according to
the assumption of outputs with the help of inputs and their rate of change. Thus,
the membership function is basically a graphical representation of the fuzzy set.

To define the working principle of the fuzzy logic system, a value x such that x ∈ X
for all interval [0,1] and a fuzzy set A, which is a subset of X are considered. The
membership function of the membership value x in the subset A is defined as µA(x).
The graphical representation of fuzzy sets is given in Fig. B.2. While the x-axis
denotes the universal set, the y-axis denotes the membership degrees. The shape of
membership functions can be triangular, trapezoidal, singleton or Gaussian.
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Figure B.2: Graphical representation of fuzzy sets.
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B.3 Fuzzy logic: Example
This section describes in details the implementation of the Mamdani technique in
the developed FEAUC protocol. Indeed, it explains the process of using the FIS to
define the chance of a sensor node to be a CH. To this end, an example is described
as follows. As an assumption, the CH has an energy level = 0.2 J, density = 0.35 and
centrality = 0.35.

Step 1: Input of crisp value and fuzzification: Firstly, the inputs, which are crisp
values are forwarded to the FIS. The intersection point between the value of the used
parameter with the degree of membership function forms the value of membership
function, which are presented in Fig. B.3(a), Fig. B.3(b) and Fig. B.3(c), respectively.

Step 2: Rule evaluation: After the step of fuzzification, the obtained membership
values are used as inputs for IF-THEN rules to define the new fuzzy output set. The
inputs of fuzzy IF-THEN rules are the three variables defined previously and the
operator "AND", which chooses the minimum of the three membership variables to
obtain a single number as seen in Table B.1.

Table B.1: Fuzzy rules for the CH selection

Rule No. Residual energy Node density Node centrality Chance

1 Low (=0.37) Low (=0) Far (=0.27) vw (min=0)
2 Low (=0.37) Low (=0) Adequate (=0.74) w (min=0)
3 Low (=0.37) Low (=0) Close (=0) w (min=0)
4 Low (=0.37) Medium (=0.34) Far (=0.27) w (min=0.27)
5 Low (=0.37) Medium (=0.34) Adequate (=0.74) w (min=0.34)
6 Low (=0.37) Medium (=0.34) Close (=0) w (min=0)
7 Low (=0.37) High (=0.67) Far (=0.27) vw (min=0)
8 Low (=0.37) High (=0.67) Adequate (=0.74) w (min=0.37)
9 Low (=0.37) High (=0.67) Close (=0) lw (min=0)
10 Medium (=0.67) Low (=0) Far (=0.27) w (min=0)
11 Medium (=0.67) Low (=0) Adequate (=0.74) m (min=0)
12 Medium (=0.67) Low (=0) Close (=0) lh (min=0)
13 Medium (=0.67) Medium (=0.34) Far (=0.27) lw (min=0.27)
14 Medium (=0.67) Medium (=0.34) Adequate (=0.74) m (min=0.34)
15 Medium (=0.67) Medium (=0.34) Close (=0) h (min=)
16 Medium (=0.67) High (=0.67) Far (=0.27) lw (min=0.27)
17 Medium (=0.67) High (=0.67) Adequate (=0.74) lh (min=0)
18 Medium (=0.67) High (=0.67) Close (=0) h (min=0)
19 High (=0) Low (=0) Far (=0.27) lw (min=0)
20 High (=0) Low (=0) Adequate (=0.74) m (min=0)
21 High (=0) Low (=0) Close (=0) lh (min=0)
22 High (=0) Medium (=0.34) Far (=0.27) m (min=0)
23 High (=0) Medium (=0.34) Adequate (=0.74) lh (min=0)
24 High (=0) Medium (=0.34) Close(=0) h (min=0)
25 High (=0) High (=0.67) Far (=0.27) m (min=0)
26 High (=0) High (=0.67) Adequate (=0.74) lh (min=0)
27 High (=0) High (=0.67) Close (=0) vh (min=0)

Very weak (vw), Weak (w), Little weak (lw), Medium (m), Little high (lh)
High (h), Very high (vh)

Step 3: Aggregation of the rule outputs: The conjunction of all outputs obtained
from applying the 27 rules of the FIS model forms the aggregation process. To
collect all the used rules, this step tries to involve the "OR" fuzzy logic operator.
This operator selects the maximum of rule evaluation values to produce the new
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aggregate fuzzy set, which can be defined in the next step. Fig. B.4 provides the
aggregation output of the rules.

0 5 · 10−2 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5

0

0.2

0.4

0.6

0.8

1
Low Medium High

Residual energy [J]

D
eg

re
e

of
m

em
be

rs
hi

p

0.67

0.37

(a)

0 5 · 10−2 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5

0

0.2

0.4

0.6

0.8

1
Low HighMedium

Density

D
eg

re
e

of
m

em
be

rs
hi

p

0.34

0.67

(b)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

0

0.2

0.4

0.6

0.8

1
Close Adequate Far

Centrality

D
eg

re
e

of
m

em
be

rs
hi

p 0.74

0.27

(c)

Figure B.3: Fuzzification of crisp node: (a) Energy level = 0.2 J, (b) density = 0.35, (c)
centrality = 0.35.

Step 4: Defuzzification The last step is called defuzzification, which has as output
the chance value. To this end, a Mamdani technique and a centroid defuzzification
method (CoA) are used. The CoA can be expressed by the eq. B.1:

CoA =

´
µA(x)xdx´
µA(x)dx

(B.1)

where µA(x) is the degree of membership function of a set A. By applying the values
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obtained from step 3 and with calculating the integration given by eq. B.1, the
chance value is obtained, which is equal to 23.17. This value is approximately equal
to the value given by applying the FIS. As seen in Fig. B.5, the centroid point is well
determined.
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Figure B.4: Output of evaluation of Fuzzy IF-THEN rules.
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Figure B.5: Presentation of the centroid point.





C WSN Simulation environments

Different simulation tools are used to test protocols or applications for WSNs. When
using simulation, it is always a concern that the results do not reflect a specific
behaviour. For this reason, it is important to study the strengths and limits of the
well-used simulators, including NS2, NS3, OMNeT++, QualNet, J-Sim, OPNET and
TOSSIM.

C.1 General overview of simulators
NS-2 is the shortened form of the Network Simulator variant two, which has been
initially created in 1989 as the real network simulator [166]. Currently, NS-2 is
supported by Defense Advanced Research Projects Agency and National Science
Foundation. It is an open source and discrete event network simulator worked in
Object-Oriented expansion of Tool Command Language (OTCL) and C++. It can run
on Linux OS or on Cygwin. NS-2 can be used for wire and remote territories. As a
non-particular network simulator, NS-2 can support a significant scope of protocols
in all layers. Moreover, the online documentations permit the clients effortlessly to
change and enhance the codes.

NS-3 is the abbreviation of Network Simulator version three. It is targeted primarily
for research and educational uses as it is an open source simulator. It was launched in
June 2008 [167]. In NS-3, all programs are written in C++ with optional python links.
In NS-2, there is no graphical tool, which is the case in NS-3. Nevertheless, graphical
outcomes can be interpreted using the open software, NetAnim. It defines a model
of working procedure of packets. It provides, also configurable libraries including
wired and WSNs, and various types of routing protocols. It supports simulations
for the TCP, UDP, ICMP, IPv4, P2P communications and CSMA protocols, energy
models and etc. It offers multi 802.11 models providing an efficient MAC-level
implementation. In addition, NS-3 enables simulations with large-scale networks.

OMNeT++ (Castalia) is designed especially for low power embedded devices. It is
currently being used by researchers to simulate algorithms and protocols in real-time
wireless channels [168].

QualNet is the abbreviation of Quality Networking [169]. It is a commercial net-
work simulator that incorporates routers, switches, servers, access points, radios,
antennas, computers and other equipment, as well as various protocols to allow
packet movement over the network. Windows and Linux are the major operating
systems supported by QualNet.
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MATLAB is well-known commercial software used in almost all engineering fields
thanks to its rich features as a computation and visualization tool [170]. MATLAB
provides a communication toolbox set to build a complete system model for WSNs.
The simulation procedure consists of building the hardware architecture of trans-
mitting nodes, modelling the communication channel and receiving node structure.
However, this software is not specific for WSNs.

J-Sim is the abbreviation of Java Simulator. J-Sim has a Script Interface, which
facilities the execution of numerous script totally based on languages like Perl, TCL
or Python [171]. J-Sim is used to implement three protocols of WSNs including the
localization, Geographic Routing (GR), and Directed Diffusion (DF). This simulator
has numerous benefits in terms of the execution time, memory allocation, and
scalability. Furthermore, it affords a great platform to carry out large-scale WSN
simulations with more than a thousand nodes.

OPNET is an object oriented network simulator [172]. It was released, initially, for
military purposes. OPNET can be used as a research and network design/analysis
tool. Recent versions supports the ZigBee compatible 802.15.4 MAC. The strength of
OPNET in WSN simulations is the accurate modelling of the radio transmission. Dif-
ferent characteristics of physical link transceivers, antennas are provided. However,
only a few ready models for recent wireless systems are existing.

TOSSIM is a network simulator for TinyOS sensor networks [91]. It provides several
mechanisms for interacting with the network including the monitoring packet traffic,
statically or dynamically injecting of a packet into the network and invocation of
TinyOS call. It has different mechanisms for detailed visualization of a running
simulation. The default models supplied are simple. However, TOSSIM is used only
for the wireless sensor nodes supporting TinyOS like TelosB or IRIS.

C.2 Comparison between existing simulators
Table C.1 summarizes various types of network simulators by classifying them
according to some criteria. At first sight, the specificity to WSNs is considered as
the pillar of the presented classification. The second criteria is the availability of the
energy model. Therefore, it is important to select a simulator having the capability
to predict energy consumption, especially in large-scale deployments. Additional
criteria can be as well considered the likes of software’s license, simulation time and
personal programming skills. Besides, the software popularity and documentation
are useful when implementing a new protocol.
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Table C.1: Comparison between different network simulators
Simulator Licence Platform Langauge Advantages Limits

NS-2 Free Linux C++/OTCL - Supports various protocols - Limited documentation
Windows (Cygwin) - Network topology setting - Not oriented to energy consumption

in nodes - Sensing model does not exist
- Unrealistic energy model, packet formats,
and MAC protocols
- Simulating less than 100 nodes

NS-3 Free Windows (Cygwin) C++/Python - Oriented to energy consumption - Limited in some libraries protocols
-Various protocols, existence of sensing,
radio and energy models
- High accuracy
- Large-scale networks
- Flexible designing of network protocols

Castalia Free Linux C++ - Various MAC and routing protocols - Not oriented to energy consumption
Windows - Advanced radio model for low power

communication - Not a specific sensor platform

QualNet Commercial Linux C++ - Large-scale networks - Not oriented to energy consumption
Windows - Various protocol models - Expensive licence

- High accuracy

MATLAB Commercial Linux C/Java - Simulation includes building the - Not specific to WSN
Windows hardware architecture of nodes

S/N ratio, attenuation, interference are considered - Expensive licence

J-Sim Free Linux Java - Large-scale networks (more than 1000 nodes) - Limited in protocols
Windows - Can simulate radio channels and power consumption - Long simulation

- Complex

OPNET Free Linux C++ - Node model and configuring packet formats - Limited node architecture
Windows - Defines the communication network topology - Complex for componenents

between 210 and 290 nodes

TOSSIM Free Linux Python/ NesC/C++ - Large-scale networks - Need of commercial software
Windows to simulate power consumption
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